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Background: The nucleosynthesis of neutron-deficient p nuclei remains an unsolved puzzle in nuclear astro-
physics. Most likely, huge networks containing hundreds of nuclear reactions are responsible for the creation of
this group of nuclei. In reality, many of the relevant reaction rates cannot be studied experimentally but need to
be estimated using global and robust theoretical approaches. The underlying nuclear physics that enters these
calculations is often still not constrained well enough, especially for nuclei further off the valley of stability.
Purpose: Here, we complete the systematic measurement of radiative proton-capture reactions on stable Ag
isotopes. The results will be used to test existing theoretical models and are crucial to constrain underlying
nuclear physics properties. For this purpose, total cross sections of the 109Ag(p, γ ) 110Cd reaction have been
measured at proton energies between 2.5 and 5.0 MeV.
Method: The cross-section measurements have been carried out by means of in-beam γ -ray spectroscopy
and the observation of all ground-state transitions in 110Cd. In general, the total cross sections depend strongly
on the γ -ray strength function (γ -SF) and the nuclear level density (NLD). While the former one is taken from
the systematics in other even-even Cd isotopes, the NLD has been constrained by renormalizing microscopic,
tabulated values onto the low-lying cumulative number of levels.
Results: For the first time, 109Ag(p, γ ) 110Cd reaction cross sections have been reported over a wide range of
beam energies. The total cross-section results are in good agreement with a rather limited, formerly published
dataset. A convincing agreement with recent Hauser-Feshbach calculations is received when using existing
descriptions for the γ -SF and a renormalized, microscopic NLD model.
Conclusion: The measured cross sections confirmed the reliability of existing theoretical models used in Hauser-
Feshbach statistical model calculations. Coherent results are obtained for the statistical nuclear physics properties
in the even-even Cd isotopes as well as for the derived experimental cross sections.
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I. INTRODUCTION

For more than 60 years we know that the majority of heavy
nuclei beyond the iron peak is created by neutron capture
processes [1–4]. However, a group of 30 to 35 stable, proton-
rich nuclei ranging from 74Se to 196Hg is bypassed by these
processes [5–7]. The different mechanisms that trigger the
nucleosynthesis of these p nuclei are commonly denoted as
p processes. Investigation of the astrophysical sites as well as
the impact of nuclear physics within the p processes is going
on for about four decades and still leaves us with many open
questions.

Among the various processes that are considered to be
responsible for p-process nucleosynthesis (see, e.g., Ref. [6])
the largest contribution is expected from photodisintegration
reactions on stable s- or r-process seed nuclei, the so-called γ

process [6,8,9].
To understand the details of the γ process the interplay

of astronomy, astrophysics and nuclear physics is of great
importance. From an astrophysical point of view the exact
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scenario and its conditions need to be constrained. For many
years, SNII explosions have been the best candidate [8,9].
However, additional p-process contributions have been found
in supernova type Ia [10], but a more thorough analysis of
the role of SNe Ia in the solar composition of p nuclei is
needed [11,12]. From a nuclear physics point of view, the
photodisintegration rates which are acting in the complex γ

process network play an important role, which are most heav-
ily governed by the intrinsic nuclear physics properties of the
involved nuclei. Obviously, not all reaction rates comprised in
this network can be accessed experimentally at astrophysi-
cally relevant conditions, in particular when unstable nuclei
are involved. Consequently, reliable theoretical models have
to be employed to predict the respective cross sections or to
extrapolate them to astrophysical energies, i.e., far below the
Coulomb barrier [13,14]. Therefore, it is essential to test the
calculated cross sections experimentally in accessible energy
ranges and to provide more robust input to the network calcu-
lations and improve their predictive power.

Theoretical cross sections and reaction rates are usually
obtained using the Hauser-Feshbach statistical model [15,16],
and the results are mainly affected by the nuclear physics input
parameters such as γ -ray strength functions (γ -SF), nuclear
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level densities (NLD), and particle + nucleus optical-model
potentials (OMPs) [5,17]. In radiative capture reactions, the
γ -SF and NLD showed to have the most significant impact on
the calculated cross-section results at astrophysical energies
[5,6,17]. According to the latest experimental reports, it was
found that the established proton and neutron optical-model
potentials provide very accurate results, whereas the available
α-OMPs can easily yield discrepancies between experimental
and calculated cross sections of a factor of three or even more
(see, e.g., Refs. [18–24] and references therein).

Previously, we performed radiative proton capture studies
on 107Ag [25], the only other stable nucleus in the silver chain.
The measured cross sections have been used to study the
statistical γ -decay behavior in the compound nucleus 108Cd.
The derived data for the γ -SF as well as for the NLD in the
p nucleus 108Cd are in great agreement with the systematics
found in the other even-even isotopes 106,112Cd. Hence, the
aim of this work is to complete the experimental database for
proton-capture reactions on stable Ag isotopes by measuring
the 109Ag(p, γ ) 110Cd cross section, for which only one minor
experimental dataset is available [26].

Although the 109Ag(p, γ ) 110Cd reaction is not of direct
astrophysical relevance, its results are very valuable to test the
accuracy of Hauser-Feshbach statistical model calculations.
In particular, the nucleosynthesis of several p nuclei in the
Cd-Sn-In region is quite complex [27,28] and reliable cross-
section calculations for the γ -process network in this mass
region are necessary, see, e.g., Refs. [29,30]. For that reason,
the total cross sections obtained in this work are compared
with statistical model calculations using the TALYS [31] code
in version 1.95 aiming at a systematic investigation of the
respective nuclear-physics models entering the calculations,
namely, the nuclear level density and the γ -ray strength func-
tion in 110Cd. Finally, we compare NLD and γ -SF data for
110Cd to experimental and theoretical data for the neighboring
even-even Cd isotopes.

This paper is structured as follows: In Sec. II a brief sum-
mary of the experimental setup and method is given, followed
by an overview of the data analysis in Sec. III. In Sec. IV our
experimental results are presented and the statistical model
analysis using TALYS [31] is discussed.

II. EXPERIMENTAL SETUP AND METHOD

The analysis of the 109Ag(p, γ ) 110Cd reaction has been
carried out by means of high-resolution in-beam γ -ray
spectroscopy. This method has been described, e.g., in
Refs. [21,25,33–39] and is feasible for all reactions involving
a stable target nucleus. The reaction product, however can be
either stable or unstable. The irradiation has been performed at
the 10 MV FN-Tandem accelerator at the Institute for Nuclear
Physics at the University of Cologne. After the proton capture,
an excited compound nucleus is formed which subsequently
deexcites into low-lying levels via γ -ray emission. The exci-
tation energy Ex is given by

Ex = Q + Ec.m., (1)

where Q denotes the Q value of 8917 keV for the
109Ag(p, γ ) 110Cd reaction and Ec.m denotes the center-of-

FIG. 1. Schematic illustration of the radiative proton-capture re-
action on 109Ag. The formed compound state contains numerous
unresolvable resonances and has a width of �E

2 , where �E denotes
the energy loss. It then deexcites either directly into the ground
state of 110Cd (γ0) or into other low-lying levels via different γ -ray
cascades. Only states which can deexcite at least partly into the
ground state are shown. The dominant branchings are shown by thick
arrows. All data are taken from Ref. [32].

mass energy. Finally, all reaction products will reach its
respective ground state, hence by observing all ground-state
transitions the total number of produced compound nuclei
can be derived. The reaction scheme is illustrated in Fig. 1.
The respective γ rays have been detected using the HORUS
γ -ray spectrometer which holds 14 HPGe detectors. The ex-
perimental setup as well as details about the in-beam γ -ray
spectroscopy method for nuclear astrophysics is described in
Ref. [38].

As also depicted in Fig. 1, the prompt γ -ray decay into
different discrete states in 110Cd can be observed, which al-
lows us to calculate partial cross sections. These transitions
are denoted as γx, where x stands for the respective populated
state (x = 0, 1, 2, ...).

Generally, absolute cross sections are given by

σ (p, γ )tot = N(p,γ )

NPNT
, (2)

where NP and NT are the number of projectiles and tar-
get nuclei per area, respectively, and N(p,γ ) is the number
of proton-capture reactions which is derived from the γ -ray
spectra. After creation of the excited compound nucleus, each
emitted γ ray follows an angular distribution W (�) with
respect to the beam axis. The experimental yield Y (Eγ ) is
corrected for the full-energy peak efficiency ε(Eγ ) and the
dead time of the data acquisition τ :

W (�) = Y (Eγ )

ε(Eγ )τ
. (3)
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The angular distribution is obtained by fitting a sum of
Legendre polynomials to the experimental values:

W (�) = A0

(
1 +

∑
k=2,4

αkPk (cos �)

)
(4)

These angular distributions are obtained for each γ -ray tran-
sition at each beam energy and the sum of all A0 coefficients
represents the total number of proton captures, N(p,γ ) [38].

III. DATA ANALYSIS

A. Particle beam details

Proton beams with energies between Ep = 2.5 MeV and
Ep = 5.0 MeV have been chosen to ensure that the astrophys-
ical relevant Gamow window for the 109Ag(p, γ ) 110Cd reac-
tion, which lies between 2.02 and 4.25 MeV at T = 3.0 GK,
is approximately covered in this experiment. Beam intensity
and the duration of measurement varied with the beam energy
as the reaction cross sections are expected to decrease with
decreasing beam energy. For the highest proton energies, data
were recorded for 1–2 hours at beam currents of about 300 nA,
whereas for the lowest energy of Ep = 2500 keV the intensity
was increased to about 610 nA for 24 hours. Additionally, a
94 hour, long-term measurement with beam currents of about
820 nA was performed using 4.0 MeV protons to study the
reaction of interest in great detail. In particular, this measure-
ment was used to estimate the relative intensity of various
ground-state transitions that are used to calculate the total
cross section. These information can be used later for all
measurements where only the strongest γ -ray transitions can
be observed (see Sec. III C).

B. Target properties

Two highly enriched (99%) 109Ag targets of 1.14(11) and
1.38(14) mg/cm2 thickness have been manufactured at the
in-house target laboratory as self-supporting foils via rolling.
During irradiation, a 200-mg/cm2-thick gold foil was at-
tached to the backside of the targets to stop the beam reducing
the beam-induced background at material at the down-beam
end of the target chamber. The target thickness was deter-
mined using Rutherford backscattering spectrometry (RBS)
at the RUBION facility in Bochum, Germany before the ex-
periment as well as during the experiment using the RBS
detector mounted at the target chamber in Cologne [25,38].
The respective energy loss �E inside the target was simulated
using the SRIM [40] code, and amounted on average to 41 to
63 keV, depending on the beam energy. The effective interac-
tion energy of the protons is defined as

Eeff = Ep − �E

2
, (5)

where Ep denotes the beam energy of the impinging protons.
Unfortunately, it was observed that a significant amount of

target material was deteriorated during the last measurement
using the 3.0 MeV proton beam. To determine the effective
target thickness during the irradiation, the intensity of the
311 keV γ -ray transition in 109Ag stemming from Coulomb
excitation was normalized to the 279 keV γ -ray transition in

FIG. 2. Experimental 311-to-279 keV peak volume ratio as a
function of irradiation time for the Ep = 3.0 MeV measurement. The
311 and 279 keV γ rays stem from Coulomb excitation on 109Ag
(target) and 197Au (backing), respectively. Each data point represents
a measured time interval of 10 minutes. Right at the beginning
of the irradiation a significant amount of target material has been
deteriorated. The error bars are too small to be visible.

the 197Au backing in time steps of ten minutes, see Fig. 2.
Apparently, at the beginning of the irradiation a large amount
of material seems to be deteriorated but after some time the
target composition remains stable and constant. Hence, for
the analysis of this measurement only data recorded after
the deterioration were taken into account, i.e., when the tar-
get thickness stayed constant. Since the deterioration process
started right after the beginning of irradiation, the initial 311–
279 keV ratio for the beam energy of Ep = 3.0 MeV is not
known and, therefore, the absolute target thickness after dete-
rioration is unclear. However, the 311–279 keV ratio depends
on the respective cross sections for Coulomb excitation and
is expected to follow a smooth trend as a function of beam
energy. Figure 3 shows the 311–279 keV ratio for each beam
energy used in this experiment. An analytical function of the

FIG. 3. Experimental 311-to-279 keV peak volume ratio shown
as a function of proton beam energy. For a target of constant
thickness, the ratio depends only on the beam energy. A double
exponential fit function has been employed to interpolate the initial
ratio for a beam energy of Ep = 3.0 MeV (see Fig. 2).
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FIG. 4. Excerpt from a spectrum of the 109Ag(p, γ ) 110Cd reac-
tion for a proton beam of Ep = 2.5 MeV. The data shown in the
spectrum have been recorded for about 24 hours from 14 HPGe
detectors. As one can see, the spectrum is dominated by Coulomb
excitation on the target and stopper material. The 2+

1 → g.s. transi-
tion at Eγ = 658 keV is marked with an asterisk.

form

f (x) = aebx + cedx (6)

has been fit to the values to interpolate the initial ratio for
the beam energy of 3.0 MeV. Note that we accounted for the
different thicknesses of the used targets for each respective
beam energy in Fig. 3.

C. γ-ray detection

The γ rays emitted after the 109Ag(p, γ ) 110Cd reaction
have been detected by the 14 HPGe detectors which are
mounted at five different angles with respect to the beam
axis inside the HORUS γ -ray spectrometer [38]. Absolute
efficiencies for γ -ray energies up to 2 MeV were determined
using a 226Ra standard calibration source. For absolute γ -ray
detection efficiencies of γ -ray energies up to 5 MeV, in-
house-produced 56Co and 66Ga sources have been used. These
sources have half-lives of 77 days and 9.5 hours, respectively,
but emit numerous γ rays up to an energy of Eγ = 4.8 MeV
[41,42]. The total detection efficiency of the HORUS array
amounts to about 3% at Eγ = 1.3 MeV in the configuration
used for this experiment.

Using high-resolution in-beam γ -ray spectroscopy, total
cross sections can be derived by summing up the yield of all
ground-state (g.s.) transitions. The experimental yield Y (Eγ )
for each ground-state transition in 110Cd is obtained from
the γ -ray spectra. A typical γ -ray spectrum for the beam
energy of Ep = 2.5 MeV is shown in Fig. 4. The main plot
shows the γ -ray spectrum over a wide energy range which is
dominated by Coulomb excitation in the target material and
the gold backing. The inset shows the energy region around
the strongest ground-state transition in 110Cd with an energy
of Eγ = 658 keV. The spectrum was obtained after 24 hours
of recording at an average beam intensity of 610 nA. All other
peaks that were found either stem from reactions on the stable
copper isotopes 63,65Cu inside the cooling tube that surrounds
the target or from the 109Ag(p, n) 109Cd reaction.

TABLE I. Total cross-section values σtot for the
109Ag(p, γ ) 110Cd reaction as a function of center-of-mass
beam energy corrected for the energy loss within the target. See text
for details.

Ec.m. [keV] σtot [μb]

2446 ± 26 0.48 ± 0.06
2775 ± 26 1.69 ± 0.19
2944 ± 26 2.80 ± 0.32
3044 ± 26 3.89 ± 0.45
3343 ± 26 7.81 ± 0.91
3642 ± 26 15.4 ± 1.8
3941 ± 26 31.7 ± 1.9
4437 ± 26 60.9 ± 7.0
4935 ± 26 97.8 ± 11.2

Experimentally, barely any significant contribution from
other g.s. transitions apart from the Eγ = 658 keV transition
has been found in the singles γ -ray spectra. The only other
g.s. transition with a non-negligible peak volume originates
from the 2+

2 state at Ex = 1476 keV. Its intensity amounts
to about 5% compared with the Eγ = 658 keV transition. As
explained earlier, a long-term measurement at high beam in-
tensities was used to estimate the impact of other ground-state
transitions in 110Cd. Figure 1 shows the low-lying levels in
110Cd and their strongest γ -ray transitions. All states that can
decay into the g.s. exhibit a dominating γ -decay branching
into the 2+

1 state at Eγ = 658 keV. To estimate the intensity
of other g.s. transitions, we applied the γ γ -coincidence tech-
nique [25,38,39,43]. Via setting a gate on the Eγ = 658 keV
transition, all states that branch into the 2+

1 state become visi-
ble. With this very sensitive method, other g.s. transitions have
been identified but their overall contribution to the total g.s.
population amounts to less than 1% and have been neglected
during the analysis. In summary, it turned out, that after the
proton capture the excited 110Cd nucleus transitions into its
ground state via the 2+

1 state in about 95% of all cases. The
remaining 5% of the g.s. population proceeds via the 2+

2 state
at Ex = 1476 keV. Also, no prompt γ decay (γ0) from the
excited compound nucleus into the g.s. was observed.

IV. RESULTS AND ANALYSIS

A. Total cross-section results

The total cross-section values obtained in this work are
listed in Table I. Energies are given as effective center-of-mass
energies corrected for the energy loss. The uncertainties in the
cross section values are composed of the uncertainties in the
number of projectiles (≈5%), the target thickness (≈10%),
full-energy peak efficiency (≈4%), and the statistical error
after fitting the Legendre polynomials (≈3%).

For the 109Ag(p, γ ) 110Cd reaction previously measured,
data have been published by Khaliel et al. [26]. However, the
reported measurements provided only three data points with
very high relative uncertainties of up to 400%. Figure 5 shows
the cross-section values obtained in the present work along
with the data reported in Ref. [26]. Within the uncertainty
ranges, a good agreement between the data sets is given.
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FIG. 5. Experimental total 109Ag(p, γ ) 110Cd cross sections ob-
tained in this work (black squares) and reported in Ref. [26] (yellow
triangles). Statistical model calculations using the TALYS 1.95 code
[31] have been performed. The microscopic level densities from
Hilaire’s combinatorial tables [44] have been renormalized, as ex-
plained in Sec. IV C. For the γ -SF the Gogny D1M + QRPA model
has been used [45]. The narrow, red shaded area depicts the range of
calculated cross sections by including the zero-limit extension of the
Gogny D1M + QRPA strength function model [46].

B. Statistical model analysis

The reliability of calculated cross sections using a Hauser-
Feshbach code like TALYS is mainly governed by the models
chosen for the nuclear-physics input parameters. In the case
of (p, γ ) reactions, the most important parameters are the nu-
clear level density (NLD), γ -ray strength function (γ -SF), and
particle + nucleus OMPs. Proton and neutron OMP have been
thoroughly investigated via nucleon-scattering experiments
for over 50 years, see, e.g., [47,48], and global models like the
Koning and Delaroche OMP [49] have proven their reliability
and robustness. Therefore, we will focus on the impact of
NLD and γ -SF in the following. However, in contrast with
the simple concept of comparing theoretical results using all
available models for NLD and γ -SF to experimental values,
we presented a more strategical and systematical approach
in another recent work [25,39]: From the numerous models
and parametrizations that are available for the NLD, we will
search for the best reproduction of the experimentally deter-
mined cumulative number of low-lying levels in 110Cd. The
systematic behavior of the level density in the even-even Cd
isotopes is additionally studied by looking at measured level
densities using the Oslo method, see, e.g., Ref. [50]. The γ -SF
in the Cd isotopes has also been investigated experimentally
in the past and follows a very equal pattern in all isotopes. In
the end, all of these information are used to obtain a coherent
set of nuclear physics models for the Cd isotopes and will be
used as input for the statistical model calculations.

C. Level-density studies

Theoretical NLD models are used to calculate the number
of levels and the spin-parity distribution at a certain excita-
tion energy. Especially at higher energies, the level spacing
becomes very small and levels cannot be counted individually
[51]. In the last years microscopic NLD models based on a

FIG. 6. (main window) Cumulative number of levels in 110Cd
reported in Ref. [32] (gray circles). In addition, the renormalized
microscopic level densities from Hilaire’s tables in Ref. [44] are
shown as modified ldmodel5. The same parametrization has been
used as input for the TALYS calculations. See Sec. IV C for details.
(small window) Experimental level densities for two other isotopes,
106,112Cd from Ref. [56] at high energies are consistent with the
level-density model employed in this work.

combinatorial approach have shown their predictive power
[44,52] and by now, they can be tuned to the same level of
accuracy as phenomenological models like the back-shifted
Fermi gas model [53] or the Gilbert-Cameron Model [54].
Moreover, the spin and parity distributions are based on a
more realistic combinatorial approach. In many cases, an
equal-parity assumption is not able to reproduce experimen-
tal findings, see, e.g., Ref. [55]. Similar to our analysis in
Refs. [25,39], for 110Cd we choose to start with Hilaire’s
tabulated, microscopic level densities based on Hartree-Fock-
Bogoliubov (HFB) calculations and the Skyrme interaction
[44]. In TALYS this is implemented as ldmodel 5.

The tabulated, microscopic level-density values ρtab are
composed of the level densities for positive and negative
parity and can be adjusted within the TALYS code via the
following parametrization:

ρ(Ex, J, π ) = ec
√

Ex−δρtab(Ex − δ, J, π ), (7)

where by default the scaling parameter c = 0 and the “pairing
shift” δ gives the opportunity to obtain the level density at
a different energy, i.e., to shift the NLD. Please note that
the opportunity to use these scaling options does not put the
microscopic models automatically on the level of phenomeno-
logical ones. Usually, these parameters need to be adjusted to
fit experimental results [14,44].

We varied the aforementioned scaling parameters to find
the best agreement between the number of cumulative levels
predicted by the NLD model and those known from exper-
iments up to an excitation energy of 2.7 MeV. At higher
energies the experimental level information becomes scarce
and the level scheme might not be complete. Figure 6 shows
the cumulative number of levels in 110Cd along with the pre-
dictions of the microscopic level-density model using the best
set of parameters of c = −0.18 and δ = 0.48. Naturally, the
NLD models shall not only describe the low-lying number of
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FIG. 7. Dipole components of the γ -ray strength functions in
even-even Cd isotopes as sum of E1 and M1 contributions. Experi-
mental data has been taken from Ref. [56]. Additionally, microscopic
calculations of the Gogny D1M + QRPA in the zero-lim extension
are shown [46].

levels sufficiently, but also predicts the level density at high
excitation energies accurately. For that purpose, we compared
the level-density predictions in 110Cd to experimental level
densities in other even-even Cd isotopes [25,56], see the inset
of Fig. 6. The systematics is well-described by the adjusted
NLD model and confirms the predictive power of the chosen
microscopic NLD model.

D. The γ-ray strength function taken from systematics

The γ -ray strength function in the Cd isotopes has been
subject of detailed investigation and experimental data have
been extracted by means of the Oslo technique a few years
ago [56]. The results give a quiet coherent picture of the γ -SF
in the Cd isotopes. In the last years, heavy effort has been
put into large-scale calculations of theoretical γ -SF models
obtained in the framework of the quasiparticle random-phase
approximation (QRPA) (see, e.g., Refs. [57–59]). Calcula-
tions based on the Gogny D1M-QRPA approach [45] have
shown to provide very satisfying agreement with experi-
mental results and recently have been additionally extended
to describe the nonzero limit of the γ -SF [46], which has
been observed experimentally at low photon energies [60,61].
Figure 7 shows the γ -ray strength function in the even-even
Cd isotopes 106,112Cd from Ref. [56] as well as photoabsorp-
tion cross sections on natural cadmium reported in Ref. [62].
In addition, we show γ -ray strength function data in 108Cd de-
rived from radiative proton capture on 107Ag [25]. Overall, the
Gogny D1M + QRPA in the zero-limit extension is in good
agreement with the data extracted from the Oslo method and
hence, we have chosen it for our statistical model calculations.

E. Discussion

The experimental 109Ag(p, γ ) 110Cd cross sections ob-
tained in this work are shown in Fig. 5 along with statistical
model calculations using the TALYS code. The models for the
level-density model as well as for the γ -ray strength func-

FIG. 8. Comparison of the microscopic NLD model from
Ref. [44] and the Gilbert-Cameron model [54] for the even-even Cd
isotopes. Where available, experimental level densities derived by
means of the Oslo technique are shown [56]. For the other cases, the
cumulative number of levels are used to compare the level densities.
For 106Cd and 110Cd both NLD models provide fairly comparable
predictions which are also in good agreement with experimental
results. However, for 108Cd and 112Cd, the microscopic level-density
model shows a much better agreement.

tion have been chosen as explained in the previous sections.
Overall, a very good agreement between experimental and
theoretical cross sections is given. This is not too surprising
because we chose the nuclear physics properties consistent
with the systematics in other even-even Cd isotopes. Thus,
the statistical γ -decay behavior in the even-even Cd isotopes
is expected to be described sufficiently well by the employed
microscopic models. It is worth mentioning that we used
the Gogny D1M + QRPA strength function model with and
without the zero-limit extension to calculate the total (p, γ )
cross sections. The red shaded region in Fig. 5 includes the
results using both models. It appears, that the low-energy
enhancement has no major impact on the calculated values.

Finally, we briefly discuss the predictive power and reli-
ability of different NLD models by means of experimental
data from the even-even Cd isotopes. As outlined earlier, the
underlying nuclear physics that governs the reaction network
within the p process needs to be predicted by theory for
many nuclei. In particular, extrapolations for nuclei far off
the valley of stability are required. In Fig. 8 we illustrate
the deviations between the level densities predicted by the
microscopic NLD model from Ref. [44] and the commonly
used constant-temperature model (CTM) by Gilbert and
Cameron [54] for even-even Cd isotopes. For 106Cd and 112Cd
the theoretical predictions are compared with experimental
level densities obtained by means of the Oslo technique. For
108Cd and 110Cd, no experimental level densities are available,
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hence we use the cumulative number of levels as bench-
mark. It can be observed that a reasonable agreement between
experiments and predictions from the microscopic model
is obtained consistently for all Cd isotopes. The Gilbert-
Cameron model as it is used in the TALYS code on the other
hand, fails for 108Cd and 112Cd and does not provide accurate
results. This definitely supports the quality of microscopic
models and demonstrates, at least in the case of the Cd iso-
topes, their high predictive power.

V. SUMMARY AND CONCLUSION

In this paper, the experimental cross sections of the
109Ag(p, γ ) 110Cd reaction at proton beam energies between
2.5 and 5 MeV have been investigated. Via the radiative
proton-capture on 109Ag the nuclear physics properties in
110Cd can be accessed and studied. For the statistical model
analysis of the cross-section data we could disentangle the
effects of NLD and γ -SF, which are crucial parameters that
enter the statistical model calculations. The NLD has been
fixed to the number of known levels in 110Cd with respect to
the microscopic HFB level-density model from Ref. [44]. The
employed level-density model has been shown to give very
reliable predictions for the even-even Cd isotopes.

The recently published D1M + QRPA + 0lim γ -SF
model calculations [46], which are an extension of the Gogny

D1M + QRPA photoabsorption model to the deexcita-
tion mechanism and include recent experimental findings
with respect to the low-energy limit, have shown to be
well suited to reproduce experimental γ -SF data. The total
109Ag(p, γ ) 110Cd cross sections can be nicely described by
statistical model calculations using the aforementioned mod-
els as nuclear physics input. However, it was found that the
low-energy enhancement of the γ -SF in 110Cd has no sig-
nificant impact on the cross-section values, in contrast with
the findings in 94Mo, where the low-energy enhancement is
required [39].

Finally, the 109Ag(p, γ ) 110Cd cross-section measurement
delivers further experimental constraints on the models for the
underlying nuclear physics that govern nuclear reaction rates.
In particular, we are searching for global and robust models
which provide reliable data for nuclei that are beyond exper-
imental reach which can most likely be realized by utilizing
models that are of microscopic nature.
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