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Abstract

Nuclear reactions induced by photons play a vital role for very different aspects of basic research
and applications in physics. They are a key ingredient for the synthesis of nuclei in the Universe and
provide, due to the selectivity and the model-independence of the reaction mechanism, an extremely
valuable probe for researchers. The penetrability of photons in the MeV energy range makes them,
in addition, an ideal tool for meeting various societal challenges. The last two decades saw a
rapid development of advanced photon sources and detection methods for photonuclear reaction
products. Bremsstrahlung and quasi-monoenergetic photon beams with unprecedented intensity
and quality combined with state-of-the-art detector technology paved the way for new scientific
discoveries and technological applications.

This review focuses on a comprehensive overview of the most important developments since
the turn of the millenium restricted to the energy range between atomic and hadronic degrees
of freedom. This includes a description of the formalism of photonuclear reactions below and
above the particle-separation threshold. The most important techniques used to generate photon
beams in the MeV energy range are presented along with selected facilities and instrumentation
for diagnostics and for the analysis of photonuclear reactions. The power of photons to probe
the atomic nucleus is exemplified in a number of selected examples from fundamental and applied
science. New developments, facilities, and ideas promise a vivid future for photonuclear physics.
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1 Introduction

1.1 Photons and Nuclear Physics

All matter in our universe was and is permanently bombarded by photons from the lowest to the highest
energies. The photons with high energies can lead to photoexcitation and photodisintegration of atomic
nuclei. As soon as about one second after the Big Bang, photons dominated the energy of the universe.
This era ended about 380,000 years later, when the temperature of the universe dropped to about 3000
K and photons decoupled from matter [1]. The universe became transparent for photons. Today, most
of the photons have their origin in heated objects which emit a Planck photon bath with a continuous
energy distribution around k,T. Recently, lightning discharges have been found as another emitter of
photons in the high-energy range [2,3]. Typically, only photons in the energy regime of hundreds of
keV to MeV corresponding to wavelengths smaller than about 10000 fm can induce nuclear reactions
(including nuclear excitations). Such photons are, e.g., the reason for the elemental abundance peak in
the iron region due to the nuclear statistical equilibrium and are a major player in the r and p processes
of nucleosynthesis in explosive stellar environments.

The interaction of real photons (we use the notation "real” to distinguish those photons from virtual
photons exchanged via the Coulomb force between charged systems) with atomic nuclei is very selective
compared to other probes like, e.g., neutrons or energetic ions. Photons induce mainly dipole and to
a much lesser extent quadrupole transitions. The interaction probability is directly correlated to the
electromagnetic transition strength and can be deduced model independently from the measured data.

Photons in the MeV range are very penetrating. The distance which is passed by a photon beam
with an energy of 5 MeV before the intensity is reduced by atomic absorption to 10% has values of
about 9 cm in iron, 30 cm in aluminum and 76 c¢m in water. This characteristic becomes important for
many diverse applications. Examples range from irradiations of cells in tumor therapy to the screening
of cargo containers for homeland security measures or the identification of contraband.

The study of photonuclear reactions in the laboratory has seen a revival during the last decades partly
triggered by the advent of new accelerator-based photon sources which create quasi-monoenergetic
photon spectra with highest brilliance based on Laser Compton Backscattering (LCB). In addition,
very efficient detection systems for the reaction products have been built. Both developments enable
completely new experimental approaches for basic research and applications. The 20" century was
denoted the ”century of electrons” whereas the 215 century is now starting to be called frequently the
"century of light”. Laser beams in the eV energy range with unprecedented intensity and time structure
made possible by new techniques like Chirped Pulse Amplification (CPA), an approach pioneered by
Strickland and Mourou [4], opened new horizons for studies on atoms and molecules (and for certain
applications like the acceleration of particles). Moreover, new photon beam facilities in the MeV energy
range allow for the first time an extremely selective inspection and manipulation of nuclei. The area of
Nuclear Photonics is quickly emerging.

With the present review article we make an attempt to serve the quickly growing community with
an overview of the scientific and methodological progress achieved in the field of photonuclear reactions.
We restrict ourselves to the reactions of atomic nuclei with real photons in the energy range between the
energy scales of atomic and nuclear structure, i.e. between about 0.1 and 100 MeV. The wavelengths
of photons of the discussed energies are in the range between 10000 fm to 10 fm. This means that the
photon always interacts with the whole nucleus. In fact, the photonuclear cross section between the
giant resonance region and the pion threshold is rather featureless, such that most experiments that are
reviewed here had concentrated on energies below about 40 MeV. For higher energies we refer, e.g., to
the review by Beck [5].

The study of photonuclear reactions is an enormously active research field since decades, see, e.g.,
the review articles [6-12]. However, a comprehensive review of the methodological achievements in this
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field since about the millenium year is missing. In our review, we will focus on experimental aspects and
some recent developments which, we think, have pushed the field enormously in the last two decades.
We apologize that we could not cover numerous additional very interesting research due to a lack of
space. The results of photonuclear studies have led to numerous new theoretical insights. Again, we
are unable to cover those in this review focusing on experimental aspects.

We start the review with a short voyage into the history of photonuclear reactions. The next section
will give an introduction to the formalism for reactions below particle threshold (commonly denoted as
photon scattering or Nuclear Resonance Fluorescence - NRF) and above particle threshold (commonly
denoted as photodissociation and photofission). In the third section, the properties of various photon
sources and some aspects of the instrumentation will be discussed. A few selected examples for the
study of fundamental science using real photons will be described in section four. This will be followed
by a discussion of some applications. Finally, we will summarize and try to give an outlook for this
rapidly evolving field.

1.2 Historical milestones

In August 1934, Chadwick and Goldhaber published the first experimental paper on a photonuclear
reaction [13]. They used photons with an energy of 2.615 MeV stemming from the v decay of the
first excited state of 2°®Pb which had been populated in the ?*2Th decay chain. They observed the
photodissociation of deuterium (which they called ”diplon” at this time) into a proton and a neutron
and derived a better estimate for the neutron mass from their experiment. Shortly later, Szilard and
Chalmers proved that neutrons are emitted from Be after irradiation with photons with E,=1.765 MeV
stemming from the radium decay chain [14]. The energies of these first photon sources were obviously
fixed.

Three years later, Bothe and Gentner published their observation of nuclear transmutation - which
was later understood as the photoneutron emission after the population of the Giant Dipole Resonance
(GDR) - by the interaction of various isotopes with v rays with energies of about 17 MeV stemming
from the bombardment of “Li with protons with E,=440 keV [15]. This production process, which in
principle allows an adjustment of the y-ray energy, had been discussed before by various authors, see,
e.g. Ref. [16].

In 1947, Baldwin and Klaiber used for the first time a continuous 7-ray spectrum for a photonuclear
study. This spectrum had been generated by bremsstrahlung from electrons accelerated by a betatron
at the General Electric Laboratory. They investigated the energy dependence of the cross section of
the GDR by varying the maximum electron energy between 10 and 100 MeV [17].

The idea to investigate bound states of nuclei by exciting them with bremsstrahlung and detecting
the deexcitation via «y rays in photon detectors (”Nuclear Resonance Fluorescence - NRF” or ”photon
scattering”) was proposed by Schiff in 1946 [18]. One decade later, it was put into practice by Hayward
and Fuller [19] using a betatron with maximum electron energies from 4 to 40 MeV and a shielded Nal
detector for the detection of the decay v rays. A first review of the general ideas of the method was
published by F.R. Metzger in 1959 [8]. Other review articles exhibiting the rapid development of the
field followed [10,11].

In August 1959, the famous Gordon Research Conference on photonuclear reactions took place for
the first time, see Ref. [20]. Since then, the field developed very quickly. Numerous tools, scientific
findings, and applications emerged and are still emerging.

F.R. Metzger pioneered the use of Van de Graaff accelerators with stable and intense beams of
variable electron energy for the investigation of nuclei via bremsstrahlung [21]. A new sensitivity and
quality of photon scattering data could be obtained in this way. This was further improved by the advent
of dedicated high-current electron linear accelerators with high duty cycles to produce bremsstrahlung
photons and the use of Ge semiconductor detectors with excellent energy resolution for the detection of
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Some milestones for the scientific exploitation of photonuclear reactions

1937 - (p, ) reaction and subsequent photodissociation (Bothe, Gentner)
1947 — Bremsstrahlung from betatron (Baldwin, Klaiber)
1953 — Positron annihilation in flight (Colgate, Gilbert)
1963 — Laser Compton Backscattering (Milburn, Arutyunian, Tumanian)
1969 — Bremsstrahlung from Van de Graaff accelerator (Metzger)
1983 — Tagged photons (Knowles et al.)
1980s — High-performance bremsstrahlung (Kneissl, Richter)
1990s — High-performance laser Compton backscattering (Litvinenko, Ohgaki, Pietralla)

Figure 1: A short list of major steps in scientific research with photonuclear reactions exploiting the
development of different photon sources, see section 3 for details.

the scattered photons, see, e.g., Refs. [22-24]. Numerous photonuclear experiments were performed at
the high-current cw electron beams of the Stuttgart Dynamitron [25] and the superconducting electron
linear accelerator ("S-DALINAC”) at the Technische Universitét Darmstadt [26].

Bremsstrahlung facilities provide a continuous spectrum of the emitted photons with a steeply
increasing intensity at low energies, see section 3.1. For dedicated tasks, in particular for detailed
spectroscopy or the "manipulation” of specific nuclear excitations, the usage of energy-tunable (quasi-
Jmonochromatic MeV-range photon beams can be advantageous as compared to bremsstrahlung which
produces a high level of low-energy background. Therefore, the development of a quasi-monoenergetic
photon-beam source with variable energy was advanced. In 1953, Colgate and Gilbert published first
experiments showing the production of photons from positron annihilation in flight [27]. This method
was later used, e.g., at the facilities in Saclay [28], Livermore [29] and Giessen [30] to study the pho-
toresponse of atomic nuclei.

Another access to (quasi-)monochromatic excitation of nuclei are tagged photons, i.e., thin-target
bremsstrahlung photons with a simultaneous detection of the corresponding decelerated electrons. Work
at the photon tagger at the Illinois electron accelerator facility [31-33] has contributed significantly to
study the dipole response of nuclei below the neutron binding energies for a broad mass region, see,
e.g., Refs. [34-37].

The next major step forward was the idea and technical realization to generate MeV photons by Laser
Compton Backscattering (LCB) [38,39]. In this way, unprecedented intensities of quasi-monoenergetic
and fully-polarized photon beams can be produced, see section 3.3. For a recent overview of such sources
see Ref. [40]. For a short illustration of major steps in the history see Fig. 1.
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2 Formalism of photonuclear reactions

This review article considers the reactions of atomic nuclei to impinging real photons in the energy range
between the energy scales of atomic structure and of nuclear structure, i.e., roughly between about 0.1
and 100 MeV. In particular, on the low-energy side, the wavelength of the photon is significantly larger

than the nucleus. Since the nucleus carries an electrical charge +Ze it interacts with the photon. Figure
2 provides an overview of a variety of photonuclear reactions that will be discussed below.

TR, & @

separation energy S, or S,

Norporf

& N

lf ‘ Ay \\\B
X ]

“ %
é photodissociation,

photofission

<

AX

Nuclear Resonance
Fluorescence (NRF)

Figure 2: Sketch of typical photonuclear reactions around the particle separation threshold. Either
particle-bound nuclear states, initially excited by photon absorption, decay by ~-ray emission repre-
senting the phenomenon of Nuclear Resonance Fluorescence, or particle-unbound states may decay by
dissociation or fission causing photo-induced nuclear transmutation.

2.1 Elastic Scattering

The photon’s elastic scattering off a nucleus can be considered
as a relativistic elastic collision with a massive point charge, in
analogy to the well-known Compton process for the scattering of jA/\/VW
a photon with an electron at rest, except that the nucleus has a (o]
significantly larger mass than the electron by the factor A-u/m., ~N\/N\/> @ ‘e ———— -
where A is the nuclear mass number, u = 931.5 MeV/c? is the €.
atomic mass unit, and m, = 0.511 MeV /c? is the electron mass.

Figure 3 shows a sketch of the elastic scattering process. In Figure 3: Sketch of an elastic scat-

the elastic scattering at an angle 0, the photon with initial energy tering process of a photon off an (in-
E, suffers from an energy loss due to the elastic recoil of the ert) nucleus.
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nucleus. The scattered photon energy amounts to

E

E, = 7 =FE,—AE (0 1
! 1—1-1532(1—0089) ! /() (1)

with a relative energy loss of
AE,JE, ~ m”@(l—cos@). (2)

A typical situation of a photon energy of 5 MeV and a medium heavy nucleus with mass number
A = 50, which we will consider for order-of-magnitude estimates repeatedly in this article, corresponds
to the Thomson regime with £, < Mc? and N ~ X. The maximum energy loss of the scattered photon
amounts in this example to a fraction of 2 x 1074, i.e., to 1 keV on backward scattering, § = 180°.
The probability for such an elastic-scattering event to happen can be estimated in the same way
as Klein and Nishina have calculated the cross section for Compton scattering except for that in the
Klein-Nishina formula the classical electron radius r, = afic/m.c* must be replaced by the corresponding
expression for the (inert) atomic nucleus 74 = Zahe/Mc? [41]. For a linearly-polarized photon scattered

elastically off a free, point-like and inert nucleus at rest, the differential cross section is then estimated
by

d 1, (AN A N

%(«9, ¢) = 57“124 (Y) {y 5= 2sin” @ cos® ¢| ~ 7 [1 —sin* 6 cos® @] . (3)
The approximation on the right hand side makes use of the fact that A’ & X as discussed above. For an
unpolarized photon beam, an average over the azimuthal angle results in

j—g(e) _ %rg 1+ cos?6] . (@)
This cross section is independent of the photon’s energy, indicative for the Thomson regime, and amounts
only to a few nanobarn (nb). This is about a billion times smaller than the probability for a Compton-
scattering event to happen off any of the electrons in the electron cloud surrounding the nucleus.
Therefore, elastic scattering of photons off nuclei is often considered sub-dominant or even negligible.

Up to this point, we have considered the nucleus as a point-like inert object, which of course, it
is not. The situation changes dramatically when the internal structure of the nucleus is taken into
account. The nucleus contains internal degrees of freedom, has an extended size, and can be polarized
in the oscillating electromagnetic field of the passing photon. In particular, the nucleus may feature
excited quantum states with lifetimes much longer than the order of 1076 fs, the time scale it takes a
photon wave packet of a few MeV to pass the nucleus. When the energy of the photon corresponds to
the excitation energy FE, of a quasi-stationary quantum state of the atomic nucleus, the latter can be
resonantly excited thereby absorbing the photon.

2.2 Nuclear photoabsorption
2.2.1 Kinematics

The absorption of an incident photon with wavelength A and energy E., = hw = he/X = cp,, induces a
recoil on the absorbing nucleus with mass M. The recoil energy AE, = E2_/2Mc* + O[(Ey,, /Mc?)?]
is transferred to the nucleus. For an incident photon to be capable of exciting a nucleus initially at rest
to an excited quantum state at excitation energy E,, it must have an energy of £, = E, + AE,. ~
E,(1+ E,/2Mc?*). For example, exciting a hypothetical nuclear state at an excitation energy of 5
MeV in a mass-50 nucleus by resonant absorption of an incident photon requires an excess energy of
the incident photon of about 0.27 keV, an amount which is much larger than the typical widths of
particle-bound nuclear levels.
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This energy mismatch is the main reason why v radiation from radioactive decays cannot easily be
used for a re-excitation of other identical nuclei, a process which would be needed, for instance, for
the straightforward establishment of a simple y-ray laser. In his pioneering work on photoabsorption,
Moon [42,43] has overcome this energy mismatch by placing a y-radiative source on an ultracentrifuge
such that the radiation emitted in the direction of a target of identical nuclei has gained a sufficiently
large Doppler boost to compensate for that energy mismatch with respect to resonant reabsorption of
the ~ radiation by identical nuclei in the irradiated target.

In a macroscopic ensemble, such as a target or a radioactive source, the nuclei are never entirely at
rest. Thermal motion always leads to some Doppler shift which, averaged over the ensemble, results
in Doppler broadening of resonance reactions as will be discussed below. For an order of magnitude
estimate, one can consider the thermal energy 1/2 kgT per degree of freedom which, at room temper-
ature, amounts to about 12 meV. This results in a root-mean-square velocity (in units of the speed of
light ¢) in the direction of motion of the photon of [ = \/ <pP2>= \/ kT /Mc?. This amounts to
7 x 1077 for a mass-50 nucleus and, thus, leads to an average thermal Doppler-shift of 4 eV for a typical
5-MeV photon in the rest frame of the absorbing nucleus. Thermal motion is, therefore, insufficient to
compensate for the photon recoil energy which is about two orders of magnitude larger than thermally
induced Doppler shift in the laboratory. But the latter is of the order of or even larger than typical
widths of particle-bound nuclear states that participate in nuclear photoabsorption reactions and must,
therefore, be taken into account as we will discuss below.

2.2.2 Cross section

For discussing the probability of a photoabsorption process to

occur, we consider a photoabsorption reaction on a nuclear ground _E E
state to an isolated excited nuclear state J with excitation energy x I x

E, as sketched in Fig. 4. At least due to its electromagnetic - g8 gs
coupling to the ground state (and eventually due to other decay -~ N\N\/> @ @>----

channels), the excited state must have a finite lifetime 7 and a

corresponding finite decay width )
Figure 4: Sketch of a nuclear pho-

I'=h/7 = 658.2/(1/fs) meV . (5) toabsorption process of a nucleus
initially at rest in its ground state
Lifetimes of particle-bound excited nuclear states typically exceed to its excited state at excitation en-
hundreds of attoseconds corresponding to natural line widths in ergy E,.
the eV and sub-eV regime. A particle-bound state’s decay may
be entirely dominated by electromagnetic decay transitions (neglecting weak decays) to lower-lying final
states Jy, such that its width

=) Tru (6)

fIIL

is the sum of all monopolar partial decay widths

L+1 E
FﬂHL:S?T + < 7

2L+1
eI O %> B(ILL; J* — J}') (7)

with polarities II, either electric (E) or magnetic (M), and multipolarities L in agreement with the
well-known selection rules for v radiation

|J—Jfl <L <J+Jy (8)
+1 M= FE
(=V)irm, = { 1 for M- M 9)
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to all possible final states J;. B(IIL; J™ — J}Tf) = [(J; || T(TIL) || J)[*/(2J + 1) denotes the transi-

tion strength of multipolarity I1L for the J™ — J}rf ~v-ray transition. The ratio of the sub-dominant
monopolar partial decay width to the dominant one

Ff II'L+1 2
; Y 10
Ty OO (10)

equals the square of the multipole mixing ratio

B L(L+2) E,(J; || TAVL+1) | J)
05 = (Fh (L +1)(2L + 3) he }<ch | T(IIL) || J) (11)

where (+) is (+1) [(-1)] for electric [magnetic] sub-leading multipolarity II". Since, on resonance, the
cross section scales as X?, which for a typical 5-MeV photon is of the order of 10 barn, the non-resonant
scattering channel is much smaller and can be neglected such that Eq. (3F-13) from Ref. [44]

1
(281 + 1)(2[1 + 1)

B 21, +1 o N1 = r)I'(r —2)
/92 do(1—>2) = 2si + D)L+ 1) "YE - B+ (T,/2)?

(12)
h1M1ho Mso

from general resonance theory can be applied for obtaining the helicity-averaged and orientation-
averaged total resonance-absorption cross section of an unpolarized photon beam impinging on an
unpolarized target in its ground state with total angular momentum quantum number J, to an isolated
excited resonance state. This yields [§]

0.(E) = A =
) (E - Er>2 + (F/2)2 1+ (EF—/;L>2

220+ 1 (13)

where it is considered [8] that the incident photon can have only two possible helicities and that the
absorption cross section is equal to the sum of the cross sections to all possible final states, cf. Eq.(6).
I'y denotes the excitation width of the excited state from the ground state which, due to time-reversal
symmetry, equals the partial decay width of the excited state to the ground state. The resonance energy
E,. takes the nuclear recoil on photoabsorption into account. The on-resonance absorption cross section

00 = 04(E,) = 27rg7\2% (14)
with the commonly-used abbreviation ¢ = (2J 4+ 1)/(2Jp + 1) for the statistical factor quantifies the
maximum of the absorption cross section. For a typical 5-MeV photon and for exclusive decay to
the ground state, I'y = I', it amounts to hundreds of barns. This is much larger than the cross
sections for most of all other possible nuclear reactions, apart from some low-energy neutron-capture
or neutron-scattering reactions. The latter share with photon resonance absorption the absence of a
Coulomb barrier, and hence possible low energies of the incident particles with large wavelengths and
correspondingly large on-resonance cross sections.

At first glance, this large photonuclear absorption cross section may occur counter intuitive, in
particular, since its size is independent of the multipolarity of the electromagnetic excitation, apart
from the statistical factor which itself is of the order one. However, as indicated above, the width of the
resonance is small, and in most cases even smaller than the Doppler shifts induced by thermal motion of
nuclei in a sample. Therefore, a high spectral density of the incident photon beam at resonance energy
is needed for inducing a substantial amount of photonuclear resonance absorption processes in a given
sample and the thermal motion of nuclei in the absorbing material must be taken into account.
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Let us first consider that a thin gas of atoms with nuclei of interest is placed as a photoabsorption
sample in a photon beam along the z-axis. Equation (13) denotes the photonuclear resonance-absorption
cross section in the nucleus’ rest frame. However, at temperature T in the laboratory, the thermal
velocity components of the nuclei with mass M along the beam direction are Maxwellian distributed
according to

1 Mc?
dv. = —
f(v:)dv- c\l 2rkpT

e~ 2V /ksT gy (15)

Photons with energy F in the laboratory system that are incident on a nucleus moving at thermal
velocity v, in beam direction have a Doppler-shifted energy

B=(1-=)yE~(1-=)E (16)

in the rest frame of this nucleus. If a nucleus, featuring in its rest frame a photoabsorption resonance
at energy F,., in the laboratory system is moving with velocity v, in beam direction, it will exhibit in
return a photoabsorption resonance at energy FE! ~ (1 + %) E, which has to be considered in Eq. (13)
with the probability given in Eq. (15) for an effective photonuclear resonance-absorption cross section

5-aD<E) = /_Oo O-zz<E)E;(vz)f<vz)dvz - 0-01/)(*75775) (17>

o0

on the given sample at temperature 7. Besides Eq. (14), we have made use of the notation

2

(y )
t) 18
Vi@ ?) 2\/_/c>o y2+1 W (18)
with
E - E, E' - E, (A ?
rT = ——— = e JR—
r)2 0 YT TR T
and the Doppler width
2kpT
A=\——EF,. 19
Mc? (19)

In the long-lifetime limit I' < A, Egs. (17,18) acquire the analytical Doppler form of the effective
absorption cross section

oD (E) = K (55%) (20)

a

with the resonance-absorption attenuation coefficient

m I
K =0P(E) = %aoz :

(21)

Figure 5 provides a comparison between the resonance-absorption cross section in the nucleus rest
frame o, [Eq. (13)], the effective resonance absorption cross section in a target ensemble 62 [Eq. (17)],
and its Doppler-form approximation o [Eq. (20)] for the two situations I' = A/10, for which the
Doppler cross section is a good approximation to the effective resonance-absorption cross section, and
I' = A for which this is not the case. Situations of I' &~ A are rarely encountered, but nevertheless do
occur, see e.g. [45-47].
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The amount of radioactivity generated by pho-

1.00 -
tonuclear resonance absorption due to a given nu- — 0,
clear state in a thin sample exposed to a photon S 0.75 1 r=4/10 — &P
flux! N,(E) is then proportional to the integral of = 0.50 o0
the product of photon flux and absorption cross 5 a
section over the energy 0.25
0.00 -
1.00 -
~D
A x /N,Y(E)Oa (E)dE . (22) - 0.75
&)
S~
’U?l 0.50 1
In many situations, the photon flux near reso- 5
nance can be considered constant or at least lin- 0.2
ear, N,(E) = N,(E,) +dN,/dE(E,) - (E — E,) to 0.00 A

a good approximation over the effective width of a -2 0 2
resonance. In such cases, it can be taken out of the (E—Ep/A

integral with its value at resonance energy, N, (E,),

because 52 (E) is an even function of the v-ray en- Figure 5: Photonuclear absorption cross sections

ergy around the resonance energy E,, vielding 0(E)/oq in the nuclear rest frame (black,solid), in

its effective form for a target ensemble (blue, solid),
and in its Doppler approximation (orange, dashed)
Ao Ny(Ey) /&E(E)dE = N, (E;) 1, - (23) in the energy interval around resonance energy in
units of the Doppler width for two cases I' = A/10

The integration of the cross section over the energy (top) and I' = A (bottom).

is independent of the details of the motion of the
nuclei. It can be performed analytically on either
form, Eq. (17) or Eq. (20), providing the energy-
integrated absorption cross section

I3 2
I, = /&f(E)dE - /af(E)dE - gaor = gn? <EC) Ty . (24)

r

It is an experimentally well-accessible quantity when a photon beam with bandwith > 10° is used on
a thin target, i.e., when the curvature of the energy-dependence of the photon flux over the width of the
resonance and when the decrease of photon flux around resonance energy due to previous absorption
reactions in upstream layers of the target can be neglected to good approximation. The integrated cross
section plays, thus, a central role in the phenomenon of Nuclear Resonance Fluorescence which will be
discussed in the following subsection 2.3. Before we do this, let us first consider situations when the
thin-target approximation is no longer valid and the formation of an absorption line needs to be taken
into account which gradually reduces the photon flux at resonance energy along the path of the photon
beam through the target.

In the literature one encounters a variety of quantities that are addressed as ’photon flux’. In most cases, the
energy-resolved, spectral photon-flux, N,(E), incident on a target over the course of an experimental run in units of
[#photons/(eV)] is meant. It represents the spectral density accumulated over the measurement time and over the surface
of the target. For energy-resolved quantities we use the term ’spectral’ while we reserve the term ’density’ for spatial
resolution. Some discussions require the consideration of the spectral photon-current density, d3N,Y J/dE dAdt =n.,(FE,0,t)
in units of [#photons/(eV cm?s)], of the spectral photon-current, d>N.,/dE dt = N./(E,t) in units of [#photons/(eV s)],
or of the spectral fluence density d*N,/dE dA in units of [#photons/(eV cm?)]. All of them are occasionally addressed
as 'photon flux’. The actual meaning is usually clear from the context and the units.
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2.2.3 Self Absorption

The thin-target approximation requires that the absorption cross section at resonance, 2 (E,), times
the areal density of resonance-scattering centers in the target is negligible, i.e., when

r
neP(E,) = ﬁﬁoo— <1. (25)
2 A
The areal number density of target-scattering centers is given by
_ ped M;
n= Ny = N 26
Hmol 4 ﬂmolAt A ( )

with p;, My, Ay, d, and pge being the density, mass, area, thickness along the beam direction, and
molar mass of the target, respectively. As an order of magnitude estimate, one obtains for a strongly
absorbing resonance with I'g ~ I' =~ A and E, ~ 5 MeV, that the thin-target approximation discussed
above may no longer be valid anymore at areal densities of a few 1072 scattering centers per barn. This
corresponds to target thicknesses d exceeding already a few mm for solid targets with typical molar
densities p;/fimo = 107! em™3. Such thicknesses of photonuclear reaction targets are not uncommon,
and hence the experimentalists may need to check carefully for the validity of the thin-target approx-
imation or, in turn, for the occurrence of self-absorption effects, in particular, for strongly absorbing
resonances. Apart from the target thickness d and the value of the on-resonance absorption cross section
00, the thin-target criterion in Eq. (25) is proportional to the ratio of the level width I" to the Doppler
width A of the resonance which was introduced in Eq. (19) for a gaseous target. For solid targets,
the probability distribution of nuclear thermal motion and its dependence on the temperature might
be more complicated than that because of the binding of the target atoms in the lattice of the solid.
The details depend on the precise structure of the target material and can be taken into account by
solid-state theory [45].

Effective temperature In the discussion of
photonuclear resonance absorption in solids, Met-
zger has pointed out that the formalism introduced 1.44 — Solid

previously by Lamb in the context of slow-neutron | === ldeal Gas ‘
resonance scattering is applicable [8]. In partic-
ular, Lamb has shown that the absorption line
in a solid at thermodynamical temperature T has
the same form as in a gaseous target at a higher,
effective temperature T, provided that the solid
can be approximately described as a Debye con-
tinuum with Debye temperatur ©p and that the
lattice binding is weak, thus fulfilling the condition
['+A > 2kpOp [48]. In this situation, the Doppler

0.0 T T T T T
width to be considered in the effective absorption 0.00 0.25 0.0 0.75 1.00 1.25 1.50
cross section 6P (E) is given by the expression T/®p
A 2kpTeg I (27) Figure 6: Effective temperature of the thermal mo-
- Mc2 T tion of nuclei in a solid in units of its Debye tem-

perature as a function of the thermal temperature

ith the effective t t . . .
Wi © clective temperatute in the same units according to Eq. (28).

T\’ Op/T 1 1
T =3(—) T t3 —)dt.
! (GD) /0 (et—1+2)




It is a monotonically increasing function of the thermodynamical temperature T" with the limits Tog = T
for large thermodynamical temperatures 7' > ©p and Ty = 3/8 ©p for low temperatures 7' — 0. The
effective temperature is plotted versus the thermodynamical temperature, both in units of ©p, in Fig. 6.

For targets of typical metals with Debye temperatures of a few hundred K and at ambient temper-
atures, their effective temperatures range usually from 300 to 400 K. This results for a photonuclear
absorption resonance at 5 MeV excitation energy in a typical A = 50 nucleus in a Doppler width of
about 5 eV. Hence, the Doppler width, across which about 2/3 of the resonance-absorption strength
is spread out due to thermal motion, is usually significantly larger than the level width I'. This is the
reason for the fact that even for an infinitely narrow bandwidth photon beam incident on a macroscopic
solid target, which is even cooled down to low temperatures, the absorption process with high multi-
polarity and correspondingly small excitation width I'y will be very small. At any energy, the effective
absorption cross section [Eq. (20)] is proportional to the resonance-absorption attentuation coefficient
K x Ty/A < 1, despite the fact that the on-resonance absorption cross section oy on a single nucleus
does not depend on its multipolarity and is as large as hundreds of barns.

Local photon-flux density The photon beam
incident on the target may be characterized by its
spectral photon-current density n.,(E,o,t), which
most commonly is given in units of photons
per (eVem?s), where o denotes here the two-
dimensional coordinate on the target surface per-
pendicular to the beam axis. On traversal through
the target the beam is attenuated by several ab-
sorption processes. Only within a few Doppler
widths around a nuclear resonance, i.e., typically
within a few dozens of eV, nuclear absorption can
compete with atomic absorption being dominated
itself by Compton scattering and positron-electron
pair production. Their variation as a function of
energy over a few dozens of eV is very small and
can be neglected to good approximation when the
energy modulation due to self absorption near res-
onance is studied. Atomic attenuation therefore

contributes a nearly constant attenuation as a func-
tion of energy of the incident photon beam with
close-to-resonance energies. Nuclear resonance ab-
sorption adds a narrowly modulated attenuation
on top of it. When we consider, for simplicity, spa-
tially homogenous targets with homogenous values
of the areal number density n(c) = n over its sur-

Figure 7: Normalized photon flux density at a
nuclear resonance, Eq. (30), as a function of
target-penetration depth Z times the resonance-
absorption attenuation coefficient of the given res-
onance and as a function of the incident v energy
in units of the resonance’s Doppler width.

face along the beam axis and denote the local target penetration depth by Z € [0,7n] in scattering
centers per barn, then the spectral density at penetration depth Z has evolved into the form

N,(Z,E) = N,(E)e~"+02(ENZ 4 F (29)
with the atomic attenuation cross section x including, e.g., the Compton scattering and pair production

cross sections. In cases of I' < A when the resonance-absorption cross section can be well approximated
by its Doppler from, then the normalized photon-flux density at penetration depth Z takes the analytical
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form

o(2, ) = 2L _ oz

N, (0, ) (30)

with x = (E — E,)/A being here the incident v energy around resonance in units of the Doppler width.
As an example, the generic shape of the photon-flux density is plotted in Fig. 7 for an assumed ratio of
the atomic absorption coefficient to the resonance-absorption attenuation coefficient of 1/5.

Resonance-absorption density Also at penetration depth Z the contribution to the radioactivity
induced by resonance absorption in a target layer with thickness dZ is increased according to Eq. (22)
where the energy dependence of the photon flux must now be considered. It amounts to

dA(Z) / N,(Z,E)6P(E)dEdZ (31)
~ N.(E) / ox(Z, E)dE dZ (32)
with the resonance-absorption density
ax(Z2,E) = ®x(Z,E)o; (E) (33)
22 E—-FE,
— e (ntKe VZ—a? x = X

in the Doppler approximation. The generic shape of the resonance-absorption density is plotted in
Fig. 8.

The phenomenon of the depletion of resonance
absorption with increasing penetration depth into
the target due to the development of the ~-ray ab-
sorption line is addressed as self absorption. Its
evolution as a function of penetration depth de-
pends strongly on the resonance-absorption coeffi-
cient K [Eq. (21)] and is strongest for resonances
with large values of the ratio between the excita-
tion width and the Doppler width T'g/A. A mea-
surement of this depletion can, therefore, provide
a direct measurement of the excitation width pro-
vided that the Doppler width is known, which itself
depends on temperature via the atomic binding in
the target material.

For experimental purposes, it can be useful to
limit the amount of self absorption in a sample un-
der study to a desired value. As a criterion, one
may consider the half-absorption penetration depth
Z, 5 where the resonance absorption has decreased

ax(Z, E)/K

Figure 8: Normalized resonance-absorption density

by a factor of two compared to its value at the front
of the sample. Neglecting atomic absorption, i.e.,
for k < K which is often the case, one finds

L (B)A
\/Fg he PO.

at a nuclear resonance, Eq. (33), as a function of
target-penetration depth Z times the resonance-
absorption attenuation coefficient of the given res-
onance and as a function of incident v-energy in
units of the resonance’s Doppler width.
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This half-absorption penetration depth depends, of course, strongly on the level’s excitation width and
on the actual target material, its isotopic enrichment etc. For a typical nuclear dipole excitation at 5
MeV in an even-even A = 50 nucleus in a metal target, it can amount in practical cases to about 0.1
nuclei per barn. This may correspond to geometric target thicknesses on the order of cm, however, with
the above mentioned dependences.

2.3 Nuclear Resonance Fluorescence

The phenomenon of a photonuclear two-step process, consisting of the resonant absorption of an elec-
tromagnetic quantum by an atomic nucleus and the subsequent re-emission of v radiation, represents
a resonant photon-scattering reaction (y,7’) on a nucleus, as illustrated to the lower left in Fig. 2. Tt
is called Nuclear Resonance Fluorescence (NRF), in analogy to the well-known optical phenomenon
of visible fluorescence shown by molecules. The wavelength and intensity of the nuclear fluorescence,
its time delay, and angular distribution are governed by the properties of the nuclear quantum states
involved in this process.

This subsection provides the formalism for a quantitative description of NRF after the first step,
the photonuclear resonance absorption, discussed in the previous subsection 2.2, has happened. It in-
cludes the accessible nuclear observables and practical considerations for the performance of experiments
applying the NRF method or exploiting possible applications.

The radioactivity induced by the resonance-absorption processes discussed above subsequently leads
to decays into the accessible final states f according to the decay branching ratios I'y/I". The energy-
and angle-integrated cross section for NRF of a level with angular momentum quantum number J into
its exclusive decay channel to a specific final state Jy then amounts to

Ff m
Ly=I~ =2
7f F 2

hic\? Tl
C) L (35)

7oL’y = g7 (E T

It is customary in the literature to address this quantity in short as 'integrated cross section’. It is also
customary, although not fully precise, to denominate the NRF process with a direct decay back to the
initial state, i.e., Jy = Jy and I'y = I'y as ’elastic scattering’ and the corresponding 7-ray transition
with energy E,, = FE,, neglecting the small recoil energy, as the ’elastic transition’, and I o as the
‘elastic (NRF) cross section’. Consequently, NRF transitions to final excited states with ~-ray energies
E, < E, are in contrast often addressed as ’inelastic transitions’. The observable NRF intensity Z, ¢
depends on the luminosity of the resonance-absorption reaction and on the angular distribution. In the
thin-target approximation, it is given by

Wb, ¢)

T, (0, ¢) = Ny(E)nl,; =

(36)
and can be detected with appropriate v-ray detectors located at polar and azimuthal scattering angles,
0 and ¢, with respect to the incident photon beam axis and its polarization plane, respectively. W
denotes the normalized angular distribution function.

2.3.1 Angular distribution

The angular distribution function W (6, ¢) of the intensity of the photon scattering reaction about
a linearly-polarized incident photon beam with degree of polarization P, is equivalent [11,49] to a
correlation function of a direction-polarization correlation and can be expanded in terms of Legen-
dre polynomials. In the absence of parity violation and third order multipole contributions for the
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Figure 9: 3-D plots of the angular distribution of (7,4') NRF intensity about a fully linearly polarized
photon beam (P, = 1) entering from the left for the spin-parity sequences 0% — 17 — 0 (top left,
both transitions pure M1), 07 — 27 — 0T (top right, both transitions pure £2), 1/2% — 3/27 — 1/27
(bottom left, both transitions pure E1), and 0 — 17 — 2% (bottom right, first transition pure M1 and
second transition 94% M1 and 6% E2). The distinct shapes of the angular distributions as a function
of the spin cascades and the multipolarities of the transitions typically allow for the unique assignment
of spin and parity quantum numbers J™ and of multipole mixing ratios J if the statistical uncertainties
are small enough.

J5O(Ly, LY)J™ (Lo, L'Q)J}rf cascade, it can be written as

W(8,0) =Y Bu(1)Au(12)P(cos ) + (£)1, P, cos(20) Y _ By (1) A (12) PP (cos ) (37)
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where P, and P? denote the ordinary and the unnormalized associated Legendre polynomial of vth
order. Here, (£);, takes on the value +1 (-1) in case of electric (magnetic) character of the leading
multipole L; of the first transition. Using the phase convention of Krane, Steffen, and Wheeler [50] for
the multipole mixing ratios d; and d,, the expansion coefficients A, B, and B’ can be written in terms
of tabulated F-coefficients [50] as derived in Ref. [51]

1

Al = Tl PLa Lo Ty )+ 2P L 5 D) + AL Ly I D) (39
Bui) = tlPln Lo D) = 20FLn Lo )+ BEALLLL )] (39)

and

B (1) = %5%[/@([/1, L)F,(Ly, Ly, Jo, J)+261k,(Ly, L) F,(Ly, Ly, Jo, J) =%k, (L, L)), (L, L, Jo, J))

(40)
where ¢; and &, are the multipole mixing ratios [Eq. (11)] of the exciting and the deexciting NRF
transitions, respectively. The x coefficients can be found in Ref. [52]. For the most important cases of
dipole and quadrupole radiation, their values are ko(1,1) = —1/2, ko(1,2) = —1/6, k9(2,2) = 1/2, and
k4(2,2) = —1/12 (see Ref. [52]).

The angular distribution function for NRF intensity for the ground-state decay of a dipole excitation
to a J = 1 state with parity 7, in an even-even nucleus, i.e., with a 0% % 1™ 2 0" spin cascade, about
a linear-polarized incident photon beam with degree of polarization P, is given, for example, by the
expression

Wo_1-0(d,0) =1+ % Py(cos?) + %WIP,Y cos(2¢)P2(2)(cos )
(41)
— % [1+ cos®(9) + m, P, cos(2¢) sin®(9)]] .

Further analytical expressions for angular distribution functions of NRF intensities are provided in
Appendix A for a comprehensive variety of spin sequences. Figure 9 provides plots of four relevant
angular distributions as examples.

Up to now, we have discussed NRF angular distributions about linearly-polarized photon beams.
The NRF angular distribution functions about circularly-polarized photon beams are, in absence of any
parity violation, identical to those about unpolarized beams that have been discussed above. Situations
where weak-interaction contributions to the nuclear Hamiltonian lead to parity-violation, e.g., due to the
mixing of close-lying parity doublets, can result in forward-backward asymmetries of the NRF angular
distribution [53]. Searches for forward-backward asymmetries of NRF intensities have, therefore, been

proposed as a possible approach towards the detection of parity-violating contributions to the nuclear
Hamiltonian [53, 54].

2.3.2 Polarimetry

The interpretation of nuclear structures generating pronounced NRF signals usually requires information
on their polarity and, hence in most cases, on the parity quantum numbers of the excited nuclear states.
Assignments of parity quantum numbers from NRF can be performed based on the polarization of at
least one of the v quanta involved. Either a polarized photon beam must be used in the entrance
channel or polarization must be measured in the exit channel. The latter was frequently done, see, e.g.
Refs. [11,55], using Compton polarimeters until the advent of intense polarized MeV-range photon beams
from LCB processes. However, Compton polarimetry is difficult at y-transition energies exceeding 4
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MeV because the analyzing power of the Compton scattering process is energy dependent and becomes
prohibitively small at these energies.

Using polarized photons in the entrance channel and measuring the intensity distribution with
respect to the polarization plane of the beam is preferable for parity measurements in NRF experiments.
In many important cases, such as ground-state decay transitions of J = 1 states of even-even nuclei,
the analyzing power of this process is 100% and independent of the energy of the «-ray transition.
Therefore, already modest counting statistics can suffice to make parity assignments in these cases,
and in addition the measurement of NRF intensity is comparatively simple. This method has mostly
been applied for polarimetry in NRF measurements since about the turn of the century. We will, thus,
restrict our discussion to this method. Off-axis bremsstrahlung can provide partially-polarized photon
beams that have been and are still used at some facilities, e.g., YELBE at the Helmholtz-Zentrum
Dresden-Rossendorf (HZDR). The following formulation is applicable also in those cases.

The analyzing power of a polarimetric reaction is in general defined as the normalized asymmetry
of observables that is ideally sensitive to the quantity of interest, i.e.,

L, 1 (01, 01) — T 1 (02, ¢2)
Zs (01, 1) + Ls ; (62, ¢2) .

The ideal asymmetry sensitive to the polarity (£), of the leading multipole of the absorbed ~ radiation,
cf. Eq. (37), is achieved for a maximum polarized beam P, = 1, for the angles ¢; = 0 and ¢, = 90°
because of the cos(2¢)-dependence of the NRF intensity, and in most cases for ; = 6, = 90° because
of its forward-backward symmetry when a linearly-polarized photon beam scatters off an unpolarized

> = (42)

target. Thus, the analyzing power of the J;° S LI J;rf NRF cascade in a fully polarized beam is
given by

W(90°,0°) —W(90°,90°) _ .\ 305 By () A, (1) P (0)
W (90°,0°) + W (90°,90°) ) S B, (71) Ay (12) P, (0)
For the frequent case of a dipole-excited state of an even-even nucleus, this results in the maximum
possible analyzing power

= e[-1,1] . (43)

+1 JT=1%
Y=—(t), =7 = { 1 for Jr_1- (44)
For a partially polarized beam with P, < 1, as for instance provided by off-axis bremsstrahlung, the
experimental asymmetry is reduced proportional to P,. An experimental setup with a finite polarization
sensitivity @ < 1, e.g., due to finite opening angles of detectors, and with an intrinsic instrumental
asymmetry a, is capable of detecting the polarization asymmetry
N(90°,0°) — aN(90°,90°)

— —QP.Y e [-1.1]. 45
© 7 N(90°,0°) + aN (90°, 90°) @R e [-11] (45)

Instrumental asymmetries a can be calibrated by using unpolarized or fully circularly-polarized photon
beams for which the RHS of Eq. (45) vanishes. Then, the polarization sensitivity @) needs to be
calibrated on a signal with a known analyzing power defined in Eq. (44). In contrast to Compton
polarimeters, the polarization sensitivity of an intensity measurement about a fully polarized photon
beam can be close to 100% independently of the y-ray energy. NRF polarimetry about a fully-polarized
photon beam can, therefore, be a very sensitive method for the assignment of the polarity of a given
~v-ray transition and, hence, of parity quantum numbers of photoexcited nuclear levels of interest. Its
figure-of-merit, usually defined as the absolute detection efficiency times the square of the polarization
sensitivity of the setup, can be three orders of magnitude larger than the one for Compton polarimetry,
reducing the necessary measurement time from factually a few weeks [11] to a few hours [51].

Besides the spin and parity quantum numbers of the involved nuclear states, the NRF angular
distributions [Eq. (37)] and asymmetries [Eq. (45)] depend on the multipole mixing ratios ¢; defined in
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Eq. (11). Consequently, they can be used to measure subdominant multipole components to the studied
NRF ~-ray transitions [56].

2.3.3 Standard NRF experiments

A variety of NRF experiments that have been reported over the last few decades made use of intense
artificial photon beams in the MeV range irradiating samples of interest and employed ~-ray spectrom-
eters placed around the sample that detect the NRF signals with some energy resolution. The peak
areas of the full-energy signals are given by

N, (E,)1, L0 (46)

Ar=c(FE
f 67( 47T

Vs
in the thin-target approximation, where ¢, is the total full-energy detection efficiency of the ~-ray
detector located at observation angles ¥ and ¢. All other quantities were introduced above. Usage
of thick targets can complicate the analysis because they might modify the detected peak areas with
respect to Eq. (46) due to self-absorption effects and due to subsequent atomic absorption of NRF
signals.

The primary observables comprise (i) energies, (ii) intensities, (7i4) angular distributions, and since
recently even (iv) yy-coincidence relations of NRF signals. The combination of these observables enables
the experimentalists to deduce a suite of precious spectroscopic quantities, depending on the details of
the chosen setup. They include

e ~-ray transition energies F,

e level energies F, and placements of v-ray transitions in the nuclear level scheme

e multipolarities IIL of v-ray transitions

e spin quantum numbers J of nuclear levels

e parity quantum numbers 7 of nuclear levels

e 7-decay branching ratios I'y/T;

e K -quantum numbers of nuclear levels

e multipole-mixing ratios d of ~-ray transitions

e integrated photonuclear resonance cross sections Iy )

e partial decay widths I'fp,

e total level widths I"

o level lifetimes 7

e reduced excitation strengths B(IIL;gs — J™)

e decay transition strengths B(IIL; J™ — J;rf )

24



Usage of incident quasi-monochromatic beams can be very sensitive to spectroscopic information while
precision measurements of cross sections and quantities deduced from them can be facilitated by wide
band-width continuous-energy beams because their slowly-varying energy dependence can be easier to
calibrate at the current state of the art. Some methodological examples for measurements of these

quantities will be provided in subsection 2.3.6.

A combination of NRF experiments using polarized narrow band-width beams from LCB processes
and continuous-energy bremsstrahlung can powerfully remove spectroscopic ambiguities such as adulter-
ated NRF intensities due to unobserved feeding from simultaneously photo-excited higher-lying energy

levels.

2.3.4 Average quantities

Usage of quasi-monochromatic beams can also pro-
vide valuable information in situations where NRF
signals from individual quantum states cannot be
resolved anymore due to too narrow level spacings
because of too high level densities. Average decay
properties from the narrow regions of excitation en-
ergies investigated with quasi-monoenergetic inci-
dent photon beams have been successfully consid-
ered in such situations.

For instance, photoabsorption cross sections
0y = 04y + 04y can be determined for different
excitation energy bins defined by the narrow band-
width of the impinging LCB photon beam. The
method is illustrated in Fig. 10. Following resonant
photoabsorption (black arrow), the observation of
all ground-state decays including resolved and un-
resolved transitions [green arrows in Fig. 10.a)] is
connected to the so-called elastic cross section

o Zm IO—>m—>0
Oyy = AE
_ 1 . Z AO*).%—)O
NTN;Ot - f dQ? €<E33,Q)W()_m_>0<9) ’
AQ
(47)
with N!* = [N, (E)dE being the energy-

integrated total photon flux. The complete in-
tensity is determined from the sum over ground-
state transitions from all excited states x in a given
excitation-energy window A E whether they are ob-

1 7o
\AJ

Figure 10: Experimental approach to extract pho-
toabsorption cross sections (o, = 0., + 04) with
quasi-monochromatic photon beams. a) The elas-
tic cross section o, is obtained by observation of
all (including unresolved) ground-state transitions
(green solid arrows). b) The inelastic cross section
is estimated by the decay intensities of low-lying
states (red solid arrow) collecting the majority of
all cascades via intermediate levels (red dashed ar-
rows). Transitions potentially bypassing the first
few low-lying states are indicated (grey dotted ar-
rows). Reprinted figure with permission from [57].
Copyright 2021 by the American Physical Society.
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served as resolved peaks or are located in the quasi-continuum.

In analogy to the elastic decay channel, all cascades from excited states x decaying via intermediate
levels ¢ can be summarized in the inelastic cross section
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In the last approximation, it is assumed that a large fraction of the cascades decay via low-lying levels,
i.e., mainly 2; states [58]. This funnel-like effect is sketched in Fig. 10.b). Consequently, the inelastic
cross section is estimated by the sum of the ground-state decay intensities of the respective 2;r levels,
which contain most of the cascading transition intensities directly related to ... In principle, it is
possible that a certain fraction of the cascades bypass the first few low-lying states [grey dashed arrows
in Fig. 10.b)] and, thus, leading to an underestimation of o,,,. Statistical model simulations have
been used to estimate the missing part, which depends on the nuclear level density and photon strength
function of the specific nucleus. For instance, in the case of 12813Te, the fraction of bypassing transitions
is in the order of 10 % in the vicinity of the neutron separation energy and decreases towards lower
excitation energies [57]. Further average quantities that can be deduced are average branching ratios,
which will be briefly discussed in subsection 2.3.6.

2.3.5 Self-Absorption Measurements

The extraction of integrated NRF cross sections requires information on the luminosity of the NRF
reactions of interest, cf. Eq. (25), and on the incident photon flux at resonance energy, N,(E,). For
smoothly-varying incident beams, such as those obtained from bremsstrahlung production, the photon
flux can be calibrated at specific energies using certain photon-flux calibration standards, such as %7Li,
UB, 9F, 27Al or others, with sufficiently well-known NRF cross sections (35), i.e., sufficiently well-
known excitation width I'y and branching ratios I';/I". If several calibration points are available, then
the photon-flux between them can be obtained by interpolation, provided that its energy dependence
is sufficiently well known or can be simulated to the desired accuracy and precision. The latter can
currently be done more satisfactorily for bremsstrahlung beams rather than for more rapidly varying
spectral shapes of quasi-monochromatic beams from LCB processes. Therefore, photonuclear reactions
on intense bremsstrahlung beams are still best suited for high-precision measurements of absolute NRF
cross sections.

Establishment of the calibration standards or increase of their precision requires, however, an alter-
native method which is sensitive to the excitation width Iy without relying on quantitative information
on the photon flux. This option is offered by self-absorption measurements which occasionally is ad-
dressed also as ’transmission NRF’. Its underlying principle relies on the production of an absorption
line at resonance energy on transmission of the incident photon beam through an initial absorber tar-
get, cf. Fig. 7, and on the quantitative determination of the resulting amount of resonance absorption
with a subsequent scattering target. The fractional depletion of luminosity on the scatterer due to the
absorption line induced by the absorber is called ’self absorption’. The self absorption is a function of
the thickness of the absorber and it is sensitive to the resonance-absorption attenuation coefficient K
and, thus, to the absolute value of the excitation width I'y of the level of interest from the ground state.
It is defined as the difference of the actual reaction luminosity on the resonance at the scatterer under
the presence of an absorber Ly 4(F,) to the (hypothetical) luminosity £, ,(E,) if the absorption line is
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Figure 11: Sketch of the principle of a relative self-absorption (RSA) measurement. It consists of two
parts (top panel left and right). NRF intensity of a photon-scattering target of interest with target
thickness ng. and of an arbitrary calibration target made out of atoms with nuclei differing from the
nuclei of interest is measured with sufficient energy resolution for resolving the NRF lines from the
nuclei of interest and from the calibration material. Then, the same measurement is repeated while a
shielded absorber containing the nuclei of interest with the absorber thickness n,;, is placed into the
incident beam. Due to atomic absorption varying smoothly with the y-ray energy and the development
of absorption lines at resonance energies originating from the absorber, the count rates in the second
part of the measurement are reduced with respect to the first part. Normalizing the observed count
rates to the NRF intensities from the calibration target ensures equal reaction luminosities at energies
differing from the resonance energies of interest. The remaining reduction of this-way normalized NRF
intensities of the NRF lines of interest is then, due to the depth of the absorption lines, originating
from the absorber. It depends for a given combination of target thicknesses 7i.(ass) monotonically on
the photo-excitation width I'y from the ground state for the level of interest.

absent, i.e., for I'y = 0 in the absorber, expressed by
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The approximation in (51) holds in the limit of ' < A to the extent to which the Doppler cross
section approximates the effective resonance-absorption cross section. Equations (50,51) depend on
the knowledge of the target thicknesses of the absorber and the scatterer, on I'y, and on the Doppler
width A. The two-dimensional integrals cannot be solved in closed form, but can easily be evaluated
numerically to any desired precision, establishing thereby the monotonically increasing function R(T)
for a given combination of thermal motion in the absorber and scatterer targets and their thicknesses.
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Its comparison to a measured amount of self absorption allows for the experimental determination of
Fo.

Historically, the luminosity on the scatterer behind an absorber in absence of an absorption line
had experimentally been approximated by using an absorber of a different material established in such
a way that its atomic absorption at resonance energy matches the atomic absorption of the resonant
absorber made out of the same material as the scatterer. This procedure is, however, prone to some
systematical uncertainties that may limit the achievable accuracy.

Recently, the method of Relative Self-Absorption (RSA) measurements has been introduced [45,59]
which eliminates most of the systematical uncertainties of a self-absorption measurement due to the
proper normalization of the observed NRF intensity from the scatterer to the actual luminosities by
adding an appropriate calibration material to it. In this case, the self absorption is experimentally
obtained as the double-normalized count-rate difference

Nstd

4 NWA

WO.
NWOA - NStg
W

R =
NWOA

(52)

with Nv(vs[ic]ll‘ being the NRF count rate of the transition of interest (of an NRF line in the normalization
material) in the presence [absence] of an absorber. Note that information on the integrated cross section
for the NRF line in the normalization material is not needed as long as it is thin enough such that its self
absorption is not needed to be taken into account. The principle of an RSA measurement is sketched
in Fig. 11. The achievable uncertainty of an RSA measurement on the ground-state excitation width
['y of an NRF line of interest is mostly limited by counting statistics or, eventually, by the uncertainties
on the knowledge of the thermal motion of the nuclei of interest in the target.

As a self-absorption measurement provides information on I'y and NRF cross sections are propor-
tional to I'\['y/T", an RSA measurement which always includes a standard NRF measurement as well,
is also sensitive to the total decay-branching ratio I's/I". This feature can support the identification
and quantification of significant decay branches that have escaped direct detection. In addition, self
absorption can provide valuable spectroscopic information in cases where average decay quantities are
considered because it has a different sensitivity to the level density as NRF, alone. Although the self-
absorption technique has been introduced quite early [8], we consider it to be still at its infancy due to
the absence of sufficiently intense beams up to now. It can be expected that with increasing availabil-
ity of highly-intense photon beams, the application of self absorption will offer new opportunities for
scientific research with potential for new discoveries.
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2.3.6 Methodological examples

This subsection provides examples from the recent literature for observables from photonuclear reactions.

Placement of y-ray transitions and establishment of the level scheme The recent advent of
intense quasi-monochromatic LCB photon beams with bandwidths comparable to or even smaller than
the excitation energy of the first excited state of a nucleus of interest provides access to unambigous
placements of y-ray transitions from NRF in its level scheme. Compact high-efficiency v-ray spectrom-
eter arrays even allow for measurements of yy-coincidence relations. Figure 12 shows a recent example
which unambigously established aspects of the level scheme of dipole excitations of %Dy and their
decays to intrinsic excitation modes [60].
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Figure 12: v-ray spectra from the %1Dy(¥,+') reaction taken at the HIyS facility with beam energies
FEheam = 3075(50) keV [panels (a) and (b)] and Epeam = 3180(52) keV [panels (c) and (d)]. Detectors
were placed at a polar angle of ¥ = 90° and azimuthally in the horizontal polarization plane (blue) of
the incident photon beam or perpendicular to it (red). The luminosity profile of the incident y-ray beam
in arbitrary units is indicated in gray by the dashed Gaussian curve. In the spectrum shown in panel
(a), the J™ = 15 state is not excited. Hence, the peak observed at 3100 keV is the ground-state decay
of hitherto unknown state(s). Their transitions to the 2] state are located at 3027 keV [cf. panels (a)
and (c)] and decays to the 2F state are visible in the spectrum gated on the 27 — 27 transition [panel
(b)]. The spectra shown in panel (c) are dominated by the 1; — 0f (i = 1-3) transitions at 3111.0(4),
3159.1(4), and 3173.6(4) keV and the transitions to the 2 state at 3037.8(4), 3085.3(4), and 3100.1(4)
keV, respectively. The peak stemming from the 17 — 2;L transition is visible in the gated spectrum
shown in panel (d). Reprinted figure with permission from Ref. [60]. Copyright 2020 by the American
Physical Society.
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Figure 13: Spin assignments to states excited by
dipole transitions of the odd-mass nucleus 2°"Pb
from azimuthal NRF intensity ratios about the
linearly-polarized photon beam provided by the
HIyS facility. The NRF intensities were measured
at a polar angle of ¥ = 90° and azimuthal an-
gles ¢ with respect to the polarization plane of the
electrical field vector as indicated on the y axis.
Reprinted figure with permission from Ref. [62].
Copyright 2009 by Elsevier.
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Figure 14: Parity assignments to J = 1 states of
the transitionally deformed nucleus *>Sm from az-
imuthal NRF intensity asymmetries about linearly-
polarized LCB photon beams provided by the HIyS
facility. Yellow labels are used in cases where the
explicite polarization measurement required reas-
signments of parity quantum numbers with respect
to previous literature. Reprinted figure with per-
mission from Ref. [63]. Copyright 2021 by the
American Physical Society.

Spin quantum numbers Spin-quantum numbers can be assigned in NRF measurements from the
angular distribution of NRF intensities. The discrimination of J = 1 and J = 2 states of even-even
nuclei is frequently obtained from the ratio of elastic NRF transition intensities at polar angles, where
either a 0 — (J =1) = 07 or 07 — (J = 2) — 0" have local extrema. This is the case for the ratio
W (9 = 90°)/W (¥ = 127°) for NRF induced by an unpolarized incident photon beam. In this case, the
ratios are 0.734 for J = 1 and 2.28 for J = 2 [11]. For odd-A nuclides with non-zero ground-state spin,
the modulation of the angular distribution of NRF' intensity is much less pronounced than for even-even
nuclei. Usage of polarized beams can help to increase the sensitivity to the spin quantum number of
photoexcited nuclear levels in such cases. An example from the literature for this approach is shown in
Fig. 13.

Parity assignments Parity quantum numbers can be assigned to photonuclear excitations by mea-
suring the multipolarity of the NRF ~-ray lines or of the excitation process. Compton polarimetry or
NRF asymmetries in partially-polarized off-axis bremsstrahlung [11] have been used for this purpose
until intense fully linearly-polarized MeV-range photon beams from LCB processes became available.
As described in Section 2.3.2, fully linearly-polarized photon beams provide a superior sensitivity to
the polarity of nuclear dipole excitations of even-even nuclei with a 0% ground state [51,61]. Figure 14
displays a recent example from the literature.

Multipolarities and multipole-mixing ratios The assignment of the multipole character to NRF
lines is trivial in even-even nuclei as long as the NRF transitions involve a J™ = 01 level, e.g., the
ground state. In these cases, the multipole character is uniquely given by the v-ray selection rules
from Eqgs. (8,9). If the spin quantum numbers of the initial and the final state in an NRF transition
both differ from 0, then its multipole components must be measured explicitely. Either, the multipole
character and possible multipole mixing can be obtained from ~y~v-angular correlation measurements in
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other nuclear reactions [65,66], or the sensitivity
of the NRF angular distribution function on the
multipole-mixing ratio must be exploited. The lat-
ter approach has only recently been demonstrated
[56,63].

Figure 15 shows the comparison of the mea-
sured intensity ratio of a 07 - 1t — 2 NRF
cascade at two different observation angles to the
expectation from angular-momentum theory as a
function of the multipole-mixing ratio of inter-
est. In this particular case, a small but non-
zero E2/M 1 multipole-mixing ratio could be estab-
lished revealing a small amount of 0.5(3)% of E2
contribution to the predominant M 1-decay transi-
tion of a fragment of the scissors mode of the de-
formed nucleus '*Gd to its 2] state of its ground-
state rotational band.

Branching ratios and K-quantum numbers
in axially-deformed nuclei NRF is an exclu-
sive reaction, for which the observed NRF ~-ray
line specifies the final state. Its integrated cross
section I f is proportional to the quantity

FOFf B Ff
_ .
I 1+ 0t

The relative NRF cross section between two decay
channels, f f’, of a given nuclear state determines

(53)

1%

0.5

4 3 2 o 0 | 2 3 4
Multipole mixing ratio ;.o

Figure 15: The intensity ratio of a 07 = 1+ — 2
NRF cascade observed at a polar angle of ¥ = 135°
and azimuthal angles of ¢ = 0° (V) and ¢ = 90°
(N, ) with respect to the polarization plane of an
incident linearly-polarized photon beam observed
for the nucleus "°Gd. The data are compared
to the corresponding angular distribution ratio
W (135°,0° d1,9) /W (135°,90°; 01,2) as a function
of the E2/M1 multipole-mixing ratio d;_, indi-
cated by the blue curve. The two possible solutions
for the multipole-mixing ratio are indicated in red
while the result 10 = —0.07(1)stqt(2)syst, which
is favored by comparison to the Alaga rule [64], is
shown enlarged in the inlay. Reprinted figure with
permission from Ref. [56]. Copyright 2017 by the
American Physical Society.

its decay intensity ratio I'y: /T’y = I, p//Is . The spectra shown on the LHS of Fig. 12 provide a good
example for cases where decay intensities of J = 1 states into the 2] and 0 states of the ground-state
rotational band of a deformed nucleus are observed. When corrected for detection efficiency and angular
distribution, the observed NRF count rates are proportional to the integrated NRF cross sections for
the various NRF lines. Gamma-decay intensity ratios can be measured to a few percent precision.

If multipole-mixing ratios are established along the lines discussed in the preceding paragraph, then
the monopolar decay intensity ratios I'ys 117, /T' 11z, can be determined. It provides the ratio of transition
strengths

B(IIL; J — Jgr)

Rex = pr—
> B(IL; J — Jy)

f1IL

(2L+1)
E,, r
E, .

54
o (54)
of multipolarity IIL for the J — Jy g transitions, which in NRF literature is often simply addressed

as branching ratio. It differs from the decay-intensity ratio by the energy reduction factor E£,2L+1).
In axially-deformed nuclei, the branching ratio of transitions between two rotational bands can be
used for assigning K-quantum numbers for the projection of the spin onto the intrinsic symmetry axis

by comparison to the Alaga rules [64]
, 2
B(IL,J K = Jp, Kp)  (Cd ]
- ol Ky
JKLAK

B(HL, J,K — Jf,Kf)

RAlaga = <55>
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where the Cs denote the common Clebsch-Gordan coefficients for angular momentum coupling. Most
importantly is certainly the application of the Alaga rules to the dipole branching ratios of Jx = 1g
states of even-even deformed nuclei into the 0f ground state and the 2] state of the K; = 0 ground-state
rotational band. It takes the values

. +
B(ITL; Lie — 25, o) (C%%IAKYZ{ 2 for K=0 (56)
B(II1; 15 — 0%, )

CTk1aK 1/2 K=1

Branching ratios that differ from these values are indicative for deviations from axially-symmetric
deformation and for the occurrence of K mixing [60,67]. The data displayed in Figs. 12 and 14 are
good examples.

Photon-scattering cross sections and level
widths NRF cross sections are frequently mea-
sured using a continuous-energy bremsstrahlung
beam. Figure 16 provides a recent example for typ-
ical NRF spectra. The photon flux can be quan-
tified by suitable calibration standards that fea-
ture several excited states in the energy-range of
interest with sufficiently well-known NRF cross sec-
tions themselves. The photon flux at other ener-
gies is then obtained by interpolation with suitable
functions, either using the Schiff formula (see Ref.
[69] and Eq. (93) in Sec. 3.1) for single-interaction
bremsstrahlung or by numerical simulations of the
bremsstrahlung processes of relativistic electrons in
thick radiator targets. Equation (46) then provides
access to the integrated NRF cross sections I ; for
the identifiable NRF levels. Afterwards, their par-
tial decay widths I'; can be extracted provided that
information on their decay-intensity ratios I'y/T
are known as discussed above. Examples for £1
excitation strength distributions, measured in this
way, are given in Fig. 42.

In cases where the polarities of dipole transitions or the spin quantum numbers of the NRF levels
are unknown, the quantity

103 Counts per 1.4 keV

Energy (MeV)

Figure 16: NRF spectra of 5%5*Cr for a measure-
ment of NRF cross sections relative to the photon-
flux calibration standard 'B in a bremsstrahlung
beam with end-point energy 9.7 MeV at the DHIPS
facility at TU Darmstadt. Reprinted figure with
permission from Ref. [68]. Copyright 2019 by the
American Physical Society.
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is frequently considered in the literature and is defined in Eq. (57). Its relation to the measured
cross sections is provided by Eq. (58) and it can be interpreted in terms of dipole excitation strengths
B(I11)t= B(II1; Jy — J) as given by Eq. (59). Here, the conversions 1 e*fm? = 1.44 MeV fm? and 1%
= 0.016 MeV fm? can be useful.
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Average branching ratio In cases where the — T T T T T T T
NLD is too high to resolve transitions from in- 0.9 L T® Experiment (21) 140Ce
dividual excited states, nuclear structure infor- o b QPM (27)
mation can be still extracted from average de- E '
cay properties measured in NRF experiments with 0.1
quasi-monochromatic photon beams. The average 0.05 |
ground-state branching ratio (by) = 0,,/0, is de- 0.0 AT N S ST I
duced from single y-ray spectroscopy discussed in I L
Section 2.3.4. More detailed information about the 0.09 —0~ Experiment (27) .
decay behavior of photo-excited states below the I QPM (23)
neutron threshold can be determined from y-y co- g 0-06 |
incidence experiments with LCB beams [57,70-72]. i
Figure 17 depicts average branching ratios? 0.03 £
r, 0.0 : - :
<bi> _ <F0T> (60) 50 55 60 65 70 7.5 80 85
(Toke) E, [MeV]

from excited states to the 21 (i = 1) and 25 (i = 2)
state of 14°Ce, respectively, relative to the ground-
state decay channel as a function of the excitation

energy F, in comparison to calculations from the
QPM [70].

Figure 17: Average branching ratios to the 2] state
(upper panel) and to the 25 state (lower panel) for
10Ce. For details see text and Ref. [70]. Reprinted
figure from [70]. Licensed under a Creative Com-
mons Attribution 4.0 license.

Due to the narrow bandwidth of the LCB beam
and its usage with a high-efficiency -y coincidence setup, such as the 73 setup [71] at HIyS or ELI-
ADE [73-75] at VEGA in the future (see Sec. 3.4.2), average branching ratios as small as a few percent
can be determined with high precision as shown in Fig. 17 and Refs. [57,70].

2.4 Photonuclear reactions above particle thresholds
2.4.1 Excitation function, absolute cross section, and dipole sum rule

In photonuclear reactions, the incident particle is a photon and the emitted particles are v rays, neu-
trons or charged particles, e.g., protons, « particles, tritons, etc, see Fig. 2. As already mentioned, these
studies can be traced back to the dawn of nuclear physics, when Chadwick and Goldhaber used the
*H(y,n)'H reaction to investigate the proton-neutron mass difference [13,76]. Reactions with the emis-
sion of photons below the particle emission threshold were already discussed in the previous sections.
Here we focus on photonuclear reactions with emission of neutrons or charged particles. Such reactions
take place above a certain energy, which is specific for each isotope, the particle-emission treshold. They
have two specific features. First, the reaction cross section, o4s(E,), has a large hump in the region of
the giant dipole resonance (GDR), and second, the sum of the photoabsorption cross section depends
on the mass, A, proton, Z, and neutron, N, numbers of the target nucleus. The dipole sum rule [77]

& NZ
/ Guss( ;B = 607 (MeV mb) (61)
0

is equivalent to the Thomas-Reiche-Kuhn sum rule, which was introduced in atomic physics to describe
the physics of electric-dipole interactions with atoms [78-80].

2Note the difference to the definition of the average ground-state branching ratio (bg). The quantity (b;) is defined
relative to the ground-state decay channel, while (by) denotes the ratio between the ground-state decay cross section
following photoexcitation, o, and the total photoabsorption cross section, o,.
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The GDR has a peak energy at about 25 MeV for reactions on a 'O target. The peak energy
decreases slowly with the increase of the mass number of the target, taking a value of about 15 MeV
for 238U. For more details about recent GDR studies in photonuclear reactions see Sec. 4.1.

The reaction goes either to the ground state of the residual nucleus, described as a two-body process
in the exit channel,

T+A—= A= (A= po+p, (62)

or to an excited state, a three-body process in the exit channel

YH+AS A S (A—p) = (A—pwo+pu+vy (63)

where p denotes the emitted particle, A* an excited state of the target nucleus after the photon absorp-
tion, (A — p)o and (A — p)* the residual nucleus in ground and excited state.

The reaction is a two-step process, which goes through the formation of a compound nucleus. In
the first stage of the reaction, the incident photon is absorbed by the target nucleus, setting it in an
excited state. After reaching statistical equilibrium, the compound nucleus decays through a specific
exit channel and its decay is independent of the formation of the compound nucleus, ¢.e., in photonuclear
reactions above the particle emission threshold the Bohr independence hypothesis applies [81].

2.4.2 Formalism of photonuclear reactions above the particle evaporation threshold

A model for photonuclear reactions should account for the photonuclear excitation process and the
subsequent decay of the excited nucleus through different open exit channels. By neglecting the giant
quadrupole resonance and the pygmy dipole resonance that may contribute only to the exotic nuclei,
the photonuclear cross section can be given by a sum of two components, the GDR cross section, ogpr,
and the quasideuteron cross section, ogp,

o1t(Ey) = ocpr(Ey) + 0gp(Ey). (64)

For photon energies below 30 MeV, o (E,) =~ ogpr(E,) is a good approximation. The Pauli-
blocking factor, which scales the QD cross section, tends to go to zero at energies ~ 20 MeV, and at
~ 140 MeV it tends to go to unity [82].

The GDR cross section is expressed by a Lorentzian function, whose parameters are defined by the
shape of the GDR

E.T
B — ’ et
oGor(E) zi:‘f (B2 — E2)2 + (B,I,)%’

(65)

where o;, F;, and I'; are the GDR peak cross section, energy, and width, respectively. The summation
is taking into account the splitting of the GDR in deformed nuclei.

For the description of the decay of compound nuclei, the Hauser-Feshbach (HF) statistical theory
of compound nuclear reactions [83] or the more simplified Weisskopf-Ewing theory [84] is applied. The
concept for the decay of the compound nucleus is based on Bohr’s independence hypothesis [81], which
says that the decay takes place after the nucleus has lost all information about its formation except for
the energy, E, the angular momentum, J, and the parity, 7, which are conserved. The difference between
the two approaches is that the HF theory considers the conservation of the total angular momentum
and parity. Within the Weisskopf-Ewing approach, it is neglected. The main assumption in the HF
approach is that at high excitation energies the density of resonances and the variety of exit channels
is large, which results in fluctuations in the energy dependence of the cross section.

In short, the probability that a specific reaction takes place is the product of the probability for
formation of a compound nucleus, i.e., the entrance channel, and the probability for its decay in a
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specific exit channel. Within the HF theory, these probabilities are expressed in terms of transmission
coefficients, T,,(E, J,7) = T,(E, J,m; Ef, J}, 77 E,, Ju, ™45 €i,), where E, J, and 7 are the excitation
energy, the angular momentum, and the parity of the compound nucleus. The residual nucleus is
labeled by ¢, and E, J', and 7} are the energy, the total angular momentum, and the parity for a

given state, excited or ground state. The emitted particle u is described by its excitation energy, F,,,
angular momentum, J,, and parity, m,. The kinetic energy of the emitted particle is e;, and the energy

conservation implies that

E=FE+E,+ ei,. (66)

Conservation of parity requires that the condition

r = (~1'mm, (67)

is fulfilled, where [ is the angular momentum of the partial wave. Conservation of angular momentum
involves different combinations of (J;*, J,, [) coupling to J. Only terms that fulfill the parity conservation
condition are taken into account.

The same expression for the transmission coefficient can be written for an absorption reaction, where
1 labels the target nucleus and * its excited states. Thus, for a reaction in which a projectile j hits
nucleus ¢ and an ejectile p is emitted leaving a residual nucleus m, the total cross section is

s To(E, J )

(7, = 2J+1)T(E, J, 7)) —————=, 68
where
Tn(E, J,m) = ZTm(E, Sy By I Tt By T, Tons €um), (69)

The wave number of the projectile, k;;, in a photonuclear reaction is the wave number of the photon.
The first transmission coefficient of Eq. (68), Tj(E, J,7), defines the probability for formation of a
compound nucleus. For photo-induced reactions ;7 = 7. The second term of Eq. (68) describes the
probability for compound-nucleus decay into the exit channel of interest, which is defined by the ratio
of the transmission coefficient for this channel, 7,,,(E, J, 7), divided by the total transmission coefficient,
Tiot(E, J, ), which is the sum of the transmission coefficients of all possible exit channels. The sum v
runs over all excited states of the residue.

The transmission coefficients for the particle-emission channels are obtained from the S matrix for
elastic scattering, which is calculated for a given optical model potential. In addition, the level density,
(B, I, Tm), needs to be known, because the summation in Eq. (69) goes over a huge number of
states. Above a certain excitation energy, the sum is replaced by an integral over the level density.

Within this approach, it is possible to obtain the energy spectrum and the angular distribution of
the emitted particles. A detailed description of the theory can be found in Ref. [85].

2.4.3 Computer codes for photonuclear reaction calculations

Nowadays, the TALYS [86] and EMPIRE [87] nuclear reaction modeling codes are most often used
for simulations of nuclear reactions. The TALYS code can be used to simulate reactions that involve
neutrons, v rays, protons, deuterons, tritons, *He, and o« particles. The code considers different nu-
clear reaction models, i.e., the optical, compound nucleus, fission, y-ray strength, level density, and
pre-equilibrium models, and uses a database of nuclear structure parameters. The HF formalism for
modeling the decay of compound nuclei is embedded in the code. As an output, the code provides

35



a complete set of reaction data, e.g., cross sections, spectral and angular distributions of the emitted
particles, etc., and can be used as a tool for the analysis of nuclear reaction experimental data.

The EMPIRE code is a modular system of nuclear reaction codes, comprising various nuclear models,
and is designed for calculations over a broad range of energies and incident particles. Photons, nucleons,
deuterons, tritons, *He, a particles, and light or heavy ions can be selected as projectiles. The energy
range starts just above the resonance region in the case of a neutron projectile, and extends up to
few hundred MeV for heavy ion induced reactions. Similar to TALYS, the code accounts for the
major nuclear reaction models, including the full featured HF model. A database of input parameters
covers nuclear masses, optical model parameters, ground-state deformations, discrete level and decay
schemes, level densities, fission barriers, and v-ray strength functions. It is based on the Reference
Input Parameter Library (RIPL-3) [88] which provides validated nuclear-model input parameters.

2.4.4 Experimental studies above particle thresholds

Present day studies of photonuclear reactions are carried out with both, continuous beams of bremsstrahlung
photons and quasimonochromatic photon beams. Accelerated electron beams are used for their produc-
tion. T'wo basic techniques for studies of photonuclear reactions are used in experiments, the measure-
ment of the residual activity, referred to as the activation method, and direct detection of the outgoing
particles.

Most of the existing experimental data is related to studies of photo-neutron reaction cross sec-
tions, see Sec. 2.5.1, 2.5.2, and 2.5.3. Other experiments address measurements of isomeric ratios,
see Sec. 2.5.5, studies of y-ray strength functions, see Sec. 4.5, a-cluster excitations, see Sec. 4.8, or
few-body problems, see Sec. 4.7.

Particle yields and sometimes particle spectra and angular distributions are measured in photonu-
clear experiments above the particle-evaporation threshold. From these data, the reaction cross section,
o(FE,), is extracted, as well as, spectral, d‘;ﬁ”), and angular, d‘;((i”), distributions of the emitted par-
ticles, pu. Since the emitted particles originate from the decay of a compound nucleus, their spectral

and angular distributions are independent of each other. In the case, when the reaction goes through
d?o(E,)

) A,

the data. Cross sections for different photonuclear reactions are studied, e.g.,

can be obtained from

excited states in the daughter nucleus, a double differential cross section

0(7,111), O'(’)/,QH), 0-('77311)7 O'(”y,p),- ) 0-(’77@)7’ T 0(77f)'

Some other studies, especially related to theoretical predictions, address the total photoneutron cross
section

Oroi(,m) = Yoy, 0n) +o(y,np) +o(y,n2p) + o (v,20p) + o(y,na) + ..+ oy, f)  (70)

v

where

Z o(y,vn) =o(y,n) +o(v,2n) + o(y,3n) + ... (71)

v
and o(v,un) are the partial photoneutron cross sections. The total photoabsorption cross section can
be written as the sum of the total photoneutron cross section oy (y,n) and the cross sections of all the
possible charged-particle emissions

o(v,abs) = oy (v, n) + o(v,p) + o(v,d) + o(v,a) + ... + 0(7,2p) + o (v, pa) + ... (72)

In heavy nuclei, the Coulomb force is strong and only small part of the total cross section is realized by
charged-particle emission, and o(7,abs) & g, (7,n) is a good approximation. In light nuclei, charged-
particle emission needs to be taken into consideration in the total cross section, i.e., o(y,abs) > gy (7y,n).
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On the other hand, photoneutron experiments are the majority of measurements done worldwide.
In such experiments, the neutron multiplicity for each involved reaction channels is measured, and from
it the cross section of the inclusive photoneutron yield

Oinc(v,m) = o(y,n) + o(y,np) + o(y,n2p) + o(v,na) + ...
+20(7,2n) + 20(7, 2np) 4+ 20 (7, 2na) + ... (73)
+30(7,3n) + 30(v,3np) + ... + ko (7, f)

is extracted with x the average multiplicity of photofission neutrons. Actually, this experimental de-
duced quantity is the photoneutron production cross section that is a weighted sum over all reaction
channels with emission of neutrons. In many cases, e.g., in medium and heavy nuclei, the contribution
of charged-particle channels is neglected.

The neutron multiplicity is measured with arrays of proportional counters filled with 1°BF3 or *He,
embedded in a moderator, where the emitted neutrons are thermalized, see Sec. 3.4.3. This allows to
determine partial reaction cross sections.

Experiments with bremsstrahlung beams: The use of a bremsstrahlung or wide-bandwidth pho-
ton spectrum means that the measured yield, Y (E,), is a convolution of the photonuclear cross section
with the photon spectrum

Emaa dE
V(E) =N [ oE) 1B E) G (74)
Ein E’Y
where F, is the energy of the electron beam, E, is the photon energy, Ey, is the threshold energy for
the reaction, E,q, is the end-point energy of the bremsstrahlung spectrum, o(E.,) is the reaction cross
section, Ny denotes the number of target nuclei, and f(E., E,) is the absolute intensity of the y-ray
spectrum function.

In experiments, the energy of the electron beam is varied in small increments. After unfolding the
measured yield curve, the photonuclear cross section is obtained. Such an unfolding procedure requires
solving an inverse problem. Different deconvolution techniques have been developed aiming at the
correct treatment of the experimental data. The precision of this procedure depends on the correct
knowledge of the y-ray spectrum function and the accurate knowledge of the electron beam energy in
the course of the measurement. It is worth noting that there are discrepancies in the results obtained
in different laboratories under similar experimental conditions, which most probably is either due to
insufficient knowledge of the experimental parameters, e.g., the absolute normalization of the cross
section and the calibration of the photon energy, or due to differences in the unfolding procedures. For
more detailed discussions see Refs. [89,90].

Experiments with LCB beams: In the last decades, the number of experimental studies, which are
done using quasimonochromatic v beams produced in LCB, is increasing and it becomes the preferred
experimental technique (see Sec. 3.3).

Photonuclear reactions above the particle-evaporation threshold were studied for about 80 isotopes
using LCB v beams. They are listed in the table in Annex C, together with the energies or the energy
range in which the measurement was done and the deduced experimental quantities. The physical
quantities which are extracted from the experimental data are photodisintegration cross sections, nuclear
level density (NLD) and photon strength functions (PSFs). The NLD is defined as the number of excited
levels in a given energy bin. The concept dates back to the early days of nuclear physics [91]. For any
applications of the statistical theory of nuclear reactions, it is very important to obtain the parameters
of the NLD from reliable experimental data. One of the techniques, which is used, is to infer NLD
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parameters from the shape of evaporation spectra. The primary decay channels for the compound
nucleus are neutrons, protons, and « particles. All of these have been used for NLD studies, although
the Coulomb barrier suppresses proton and alpha decay substantially in medium and heavy mass nuclei.

The PSF describes the average response of a nucleus to a photon. The idea is that at high excitation
energies the NLD is high enough such that the nuclear decay properties can be treated statistically. PSFs
are related to photoabsorption cross sections in the GDR region, which is dominated by E1 radiation.
Thus, photonuclear reactions are often used to deduce PSFs. A detailed description is provided in
Sec. 4.5. For a recent review of the experimental data related to PSF see Ref. [92].

In cross-section measurements, discrepancies in

the reported results, obtained by different groups, 35 . —rr . : .

are observed. A possible explanation is that the 3.0 205 © Kavano. T;aa;t(i?z(% o ]
LCB beams have low-energy tails, which, combined © Arnold et al. (2012)

with the relatively large bandwidth, requires un- 2 2 | Cismomiyactal G001
folding of the experimental data. In Fig. 18, an 20 ”ZT o 85/2 |
example of recent measurements of the photodis- £ 15 & 2 ]
integration of “Be is illustrated [90,93-95]. The © ~] & 2 & ]
four measurements provide discrepant results for 109 4% 3 i _;T_J:’C:D ]
the observed resonances, e.g., within the energy 05- L ]
ranges where the cross section varies significantly, 00 : ]

while for regions with slow energy variation, all L A A AAMAAAAN MM iy
three data sets are in relatively good agreement.

o . . E, [MeV]
Hence, it is unlikely that the beam flux monitor-

ing, the neutron detection procedure or the target
characterization causes the discrepancy. The most
probable reason is the energy unfolding of the mea-

Figure 18: Comparison between various measured
9Be photodisintegration cross-section data using
LCB v beams.

sured cross sections, which relies on the precise determination of the incident LCB photon beam spectral
distributions [96].

All these indicate the importance of developing precise beam-diagnostic tools at the existing and
at next generation LCB facilities, such as ELI-NP [97] which is under construction at Magurele near
Bucharest in Romania. The versatile 7-beam system (VEGA) at ELI-NP is expected to provide intense
v beams with a spectral density of 10 photons/(eV-s) and a narrow bandwidth of 0.5%, see also
Sec. 6.1. The availability of such beams is expected to resolve some of the current discrepancies related
to photonuclear cross-section data.

2.5 Methodological examples of photonuclear reaction studies above par-
ticle thresholds

In the experiments, the energy and angular distributions of the emitted particles or v rays are measured.
These provide information about the energies of excited states, neutron decays, and 7-ray transitions.
The multipolarity of reaction neutrons, the mixing ratios of the «-ray transitions, and the spins and
parities of the excited states can be extracted. If neutrons and ~ rays are measured simultaneously,
neutron-to-y decay branching ratios can be deduced. From neutron measurements partial cross sections,
o(v,vn), and absolute transition strength can be determined.

The quantities which are deduced most often in photonuclear experiments are reaction cross sections,
e.g., absolute or differential cross sections and isomeric ratios. In photofission reactions, next to cross-
section measurements, mass-yield distributions, as well as kinetic energy, mass, charge, and angular
momentum distributions of fission fragments are studied, see Sec. 2.6.

Photonuclear research above the particle threshold addresses a large variety of physical problems.
In light nuclei, photonuclear reaction studies address few-body problems, role of 3N forces, polarization
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measurements, role of resonances, a-cluster excitations, Hoyle-state physics, and photodisintegration
reactions related to the astrophysical Big Bang Nucleosynthesis (BBN) and helium burning. Other stud-
ies are related to (7y,n) cross-section measurements in medium and heavy mass nuclei. They address
the understanding of the astrophysical s- and p-processes, cosmochronometry, the simultaneous under-
standing of photo-neutron and neutron capture reactions, and measurements of neutron asymmetries.
Some of these physical cases will be discussed in Sec. 4.

2.5.1 (v,particle) cross sections

Photonuclear reaction cross sections are measured by detecting the particles emitted in the reaction.
In most of the cases, these are the emitted neutrons. The most common technique is by measuring the
neutron multiplicity with arrays of 1°BF3 or *He proportional counters, see Sec. 3.4.3. Measurements
of neutron multiplicities in medium and heavy nuclei were carried out at the AIST [98-111], NewSUB-
ARU [90,95,112-119], and HIvS [120-123] LCB facilities. As already discussed in Sec. 2.4.4, the total
photoneutron cross section is a good approximation for the total photonuclear reaction cross section in
medium and heavy nuclei.
Experimentally, the photoneutron cross section is given by

Nn
f€n N’Y NT ’
where N,, is the total number of detected neutrons, N, denotes the number of photons monitored with
the beam flux detectors, Ny the number of target nuclei per cm?, ¢, the efficiency of the neutron
detectors, and f is a correction factor, taking the attenuation of the v beam in the target into account.
The correction factor is given by

(75)

Teap(7,7)

1 — emd

— ehd
f=e o

, (76)

where 1 denotes the y-attenuation coefficient and d
the target thickness. For the derivation of Eq. (75)
see Ref. [102]. It is necessary to take also the energy
distribution of the v beam into account, since it has
a finite bandwidth and might have a low energy
tail [125]. This approach is described in Ref. [114].
In few cases, photoneutron reaction cross sec-
tions were measured by different teams in differ-
ent laboratories, e.g., for the %Mo [111,123] and
1528m [103,114] isotopes. The data for *2Sm were
measured at AIST and NewSUBARU using the ¢ :Bﬂiiillf.“;’éketa. (2013)
same experimental technique and the data are in Beil etal. (1974)
agreement with each other. Photoneutron cross 95 10.0 1.0 120 13.0 14.0
sections Mo were measured at AIST and HIyS Ey [MeV]
using different neutron detectors, beam diagnos-
tic devices and data-reduction techniques. The
deduced reaction cross sections are presented in Figure 19: Excitation function for **Mo(y,n) of
Fig. 19. The data of Ref. [124] were obtained us- Ref. [123] (red circles) compared with the previ-
ing the annihilation in-flight technique. The data- ©Ous measurements [111,124]. Reprinted figure with
reduction approach used by Banu et al. is de- Permission from Ref. [123]. Copyright 2019 by the
scribed in Ref. [123] and by Utsunomiya et ol. in American Physical Society.
Ref. [111].
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Photoneutron cross sections in light nuclei: In light nuclei, charged-particle emission starts to
play a role and the total photoneutron cross section is no longer a good approximation for the total
reaction cross section. Resonances are observed in the photoneutron cross section below the GDR
region, see Fig. 18 for the case of YBe [90,93-95]. From the data, the resonance parameters can be
extracted, such as y-decay widths for E1 and M1 transitions, or reduced transition probabilities B(E1)
and B(M1). Similar studies were carried out for Mg [126] and *¥Ca [127].

Considerable effort for understanding the photodisintegration of BBN nuclei has been carried out,
i.e., °H [128-132], 3He [133-136], *He [137-139], SLi [140, 141], and "Li [142, 143]. Different techniques
were utilized in these experiments, such as measurements of analyzing powers [128,129,131,132], time
projection chamber (TPC) experiments [137], and differential cross-section measurements [134-136,140,
142,143]. The TPC technique is described in Sec. 3.4.4 and the differential cross-section experiments
in Sec. 2.5.3. In some of the measurements a polarized He target was used [134-136].

The analyzing power, ¥, is defined by Eqgs. (42 - 44) in Sec. 2.3.2. In the simplest version of the
experiment, four neutron detectors are placed in a plane perpendicular to the v beam, the ¢ plane,
at angles ¢ = 0°,90°,180°,270°, see Sec.. 3.4.3. These experiments allow to deduce the E1 and M1
components of the total 2H(vy,n) cross section [128] and to study the Gerasimov-Drell-Hearn (GDH)
sum rule [144, 145] for the deuteron, see Sec. 4.7.

Photo-charged-particle reaction cross sections: Only a few measurements of photonuclear reac-
tion cross sections with emission of charged particles were reported [137,146-149]. Photodisintegration
of 3He [146], “He [137], "Li [149], '2C [147], and '°F [148] was measured. In the “Li experiment, an array
of Si strip detectors was used [149]. For the '"F experiment, a bubble chamber was utilized [148]. The
other three measurements were done with TPCs. Details for these instruments and the experimental
techniques can be found in Sec. 3.4.4.

In the "Li experiment, a low-energy resonance structure was observed, see Sec. 4.6. The '2C mea-
surement reports the 27 resonance state built on the Hoyle state, see Sec. 4.8. In the "F case, the
cross section obtained from the YF(,a)!®N reaction was converted to the scale of the time-inverse
N (a,7)"F reaction [148].

2.5.2 (v,vn) partial cross sections

The method of direct neutron multiplicity sorting [150], see Sec. 3.4.3, in combination with LCB photon
beams in the MeV range, allows complete mapping of the photoneutron reaction cross sections within
the GDR energy range, e.g., measurements of total, o(7y,n), and partial, o(7y,vn), cross sections. Within
a IAEA coordinated research project (IAEA CRP) on updating the photonuclear data library, a series
of measurements were carried out for *Be, **Co, 3Y, 19Rh, 13La, 1%9Tb, 1Ho, 9Tm, ¥ Ta, and 2Bi.
Except for 2%Bi [116,117], the data for all other isotopes were published in Ref. [90]. The measurements
were performed with the flat-efficiency neutron detector (FED), which is described in Sec. 3.4.3. The
following steps were taken in the data-reduction procedure to obtain the (vy,vn) partial cross sections:

e The experimental photoneutron cross section measured experimentally is expressed with Eq. (75).
In this case, since neutron multiplicities are derived, NN, is the number of measured photoneutron
reactions. Low reaction rates are required for avoiding that two reactions on two target nuclei
happen simultaneously. A correction for the multiple-firing reaction effect is applied. The sec-
ondary 7 rays produced in electromagnetic interaction of high-energy + beam with the target
material in the GDR region are also taken into account, since they produce extra neutrons, which
should not be assigned to the (7,n) channel. This correction is done with simulations within the
GEANT4 toolkit [151].
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e In a next step, the measured energy distribution of the v beam is taken into account, i.e., the
experimental reaction cross section, o.,,(7,n), is a convolution of the normalized v-beam spectral
distribution, W, (E), and reaction cross section, o;,(7y,n),

1
Nw,tot

o) = [ Wo(E)oua(rndE = [ N (Byouuty. mpdE (77)

The unfolding procedure of Ref. [114] was used.

Finally, the photoneutron cross section was unfolded in partial o(7,vn) cross sections. A Lorentzian
dependence was assumed below the two-neutron separation energy, Ss,, the Gaussian formula was
used for the energy interval between Sy, and 18 MeV, and a simple Lorentzian function was as-
sumed above 18 MeV. This trial cross section function is iteratively adjusted to obtain the best fit.
The trial cross section functions required for unfolding the higher order partial cross sections, e.g.,
for v = 2, 3,4 were iteratively adjusted until the global deviation between Eq. (77) and ey (7y,n)

is minimized.

Unfolded partial photoneutron cross sections, obtained with this procedure, are shown in Fig. 20.

2.5.3 (7,n) differential cross sections

In several experiments, differential photoneutron
cross sections were measured [122,134-136,140,142,
143]. Neutrons created in photodisintegration reac-
tions were detected either with the Blowfish Neu-
tron Detector Array [140, 142, 143|, or with dedi-
cated setups, using BC-501A-type neutron detec-
tors positioned at angles which are sensitive to
the neutron angular distribution [122,134-136].
The Blowfish detector array [152] is described in
Sec. 3.4.3.

In a series of experiments, the photodisinte-
gration of %7Li was studied, utilizing the Blow-
fish neutron array. Its detectors cover polar an-
gles between 36° and 158° [142] and measure the
energies of the neutrons and their angular distri-
bution. In the experiments, the light output signal
(LOS) of the scintillators, the time-of-flight (ToF)
and the pulse-shape discrimination (PSD) spectra
are recorded. The ToF and PSD are used to elimi-
nate y-ray and scattered neutron background. The
LOS was used to distinguish between different open
reaction channels, e.g., the ground-state reaction
channel,

Li + v — %Li + ny.

This is done by placing cuts in the data. However,
at most energies, the competing reaction channels
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Figure 20: Comparison of the obtained partial
cross sections, o(y,vn), v = 1-4, in 2Bi with
the TALYS calculation obtained with the differ-
ent parametrizations, for details see Ref. [117].

41Reprinted figure with permission from Ref. [117].
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had overlapping neutron kinetic energy spectra and

it is difficult to separate them. An algorithm has

been developed to overcome this limitation. The

initial kinetic energy spectra of neutrons produced

in the photodisintegration reaction are computed from relativistic kinematics for given initial photon
energy and a specific reaction channel. The simulation is done within the GEANT4 toolkit [151]. The
measured light-output response for the Blowfish detectors is used in the simulation. Neutrons, corre-
sponding to different open channels, have specific angular distributions. The corresponding differential
cross section is expressed in terms of expansion of Legendre functions [52,140,153]

do,(0,8)  own(y,n) - )
0 - 4 1+ ; ai Py(cosf) + ; ex P, (cos ) cos(29) | , (78)

where, again, P,gq) are the associated Legendre polynomials (see appendix A) and a; and e, are their
coefficients. The angle 6 is the polar angle and ¢ is the angle from the polarization vector. The final
result of the simulation is a computed neutron yield for each detector along with ToF and LOS spectra.
The simulation is run for each reaction channel and each associated Legendre function coefficient. The
next step is to fit the simulated ToF spectra to the measured ToF spectra. As a result, the associated
Legendre function coefficients a; and e are determined for the different reaction channels.

In another series of experiments, the photodisintegration of 3He was studied utilizing a polarized
target [134-136], see also Sec. 4.7. The neutrons from the three-body photodisintegration of *He were
detected using 16 liquid scintillator detectors placed 1 m away from the center of the target at laboratory
angles of 30°, 45°, 75°, 90°, 105°, 135°, 150°, and 165°. Neutron energy spectra were generated based on
the extracted ToF for each incident photon energy and detector angle. The background was subtracted
using a reference Ny cell and normalization to the y-beam flux. The background-subtracted yields,
yF/ A, i denotes the i*"-energy bin, were combined and the yields for parallel, P, and anti-parallel, A,

(2
spin-helicity states were extracted as

1 1 1
yP=21v"(1 yA(1-— 79
=g (e mm) o (- )| )
yA = tlyr(q ! +YA (14 ! (80)
i _2 Z PtP’Y ’L PtP,y )

where P, and P, are the beam and target polarization, respectively. The double differential cross section
is defined as

dQdE,  &AQAE,Np’
where ¢; is the detector efficiency at the i" energy bin, AQ is the acceptance from the 40-cm-long target
to the corresponding neutron detector, AE, is the width of the neutron energy bin, and N7 is the *He

target thickness. Double differential cross sections obtained in these experiments are shown in Fig. 21.

2.5.4 Neutron angular distributions and neutron polarization asymmetries

Neutron energies are determined with the ToF technique, and E1 or M1 resonances are identified by
measuring neutron angular distributions. The angular distribution of nucleons, consistent with the
conservation principles of angular momentum and parity, was derived by Agodi [155]. For nucleons
emitted from states excited via dipole transitions with linearly-polarized v rays the neutron angular
distribution, W, (0, ¢), is
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Figure 21: Spin-dependent double-differential cross sections for both parallel (two top rows) and anti-
parallel (two bottom rows) spin states for eight neutron laboratory angles as a function of E,, at
E, =16.5 MeV. The band at the bottom of each histogram shows the combined systematic uncertainties.
See Ref. [136] for details related to the comparison with theory (solid and dashed lines). Reprinted figure
from Ref. [136] with permission from Elsevier.
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from Ref. [154] with permission from Elsevier.
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W6, ) = %[sinZ B(1 + cos 26)]. (82)

The angular distribution of nucleons emitted from
states excited via dipole transitions with linearly-
polarized ~ rays at the polar angle of § = 90°
should follow a simple function: a + b - cos(2¢),
where ¢ is the azimuthal angle. Experiments at
the NewSUBARU facility confirmed this distribu-
tion [154,157]. Results from these measurements
are presented in Fig. 22.

Generally assuming dipole and quadrupole
transitions, the angular distribution of prompt neu-
tron emission induced by linearly polarized photon
beams is

e
Q3

o o
o o

o
IS

OIHIlI \\‘IIHII\I\‘\II\'HII'HH

5(6)

o
w

o
N

o
o

1 L L N P PRI I T S S RN S S
40 60 1 00 120 140 160
Angle [deg]

nNe

. .y Figure 23: The measured polarization asymmetries
W0, ¢) = a+ bsin®(0) + csin”(20) €, (0) in the °Be(y,ng) reaction at a beam energy of

+ P, cos(2¢)[bsin®(0) + csin®(26)],  10.0 MeV are fit using Eq. (85). Reprinted figure
(83) with permission from Ref. [156]. Copyright 2013

y the American Physical Society.
where P, is the degree of beam polarization and the a and b coefficients are normalized to a + b = 1.

The coefﬁment b is understood as equivalent of polarization asymmetry at scattering angle 6§ = 90°.
The corresponding analyzing power is defined as follows

S Wal60) = Sizor Wal6,0)
Yoo Wal6:0) + £5Zo0” Wa(0,9)

Considering dipole transitions, only, hence ¢ = 0, the normalization condition a + b = 1, and a fully
polarized photon beam (P, = 1), the analyzing power simplifies to

%(0) = (84)

bsin?(0)
3(0) = . 85
(6) 1 — b+ bsin?(0) (85)
The prompt neutron polarization asymmetry, €,(), is defined as
180° y ¢9=270° y,
6n(9> Z¢ ( ) Z¢ 900 ( qb)v (86>

Yoo Y(8,0) + 0 T50e Y(6,9)
where Y (0, ¢) denotes the normalized yield in a detector located at a scattering angle 6 and azimuthal
angle ¢. At HIyS, the polarization asymmetry of prompt neutrons was measured in the *Be(~y,ng) reac-
tion [156] and in photofission [158,159]. An example of the measured neutron polarization asymmetry
from Ref. [156] is shown in Fig. 23. It has been suggested to use this technique for identification of
special nuclear materials (SNM) [160], see also Sec. 5.2.

2.5.5 Excitations of isomers and isomeric ratios

From the first studies on isomeric states [161], the interest of investigating isomers and their decay con-
tinues, since they provide important information on nuclear structure. In the last two decades both, the
excitations of isomers [162-164] and isomeric ratios [165-183] have been studied in photodisintegration
experiments.
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The decay of a compound nucleus obtained in a nuclear reaction proceeds through transitions of
primary and intermediate states leading to the formation of the isomeric and ground states. The ratio
of the probabilities for forming these states is called the isomeric ratio, /R. In IR experiments, nuclear
structure problems related to the level density, namely the spin cut-off parameter and the level density
parameter, as well as different aspects of the reaction mechanism are studied. The isomeric ratio
depends on the target spin, the energy and the type of projectile, and on many other nuclear effects.

In photoneutron experiments, IR is defined as the ratio of the isomer production cross section,
oi+(y,n) over the total (y,n), cross section, o (7, n),

O (77 n)

IR = .
Utot(’ya n)

(87)
The statistical model of Huizenga and Vandenbosch [184,185] has been applied to describe IR in nuclear
reactions induced by different projectiles.

These experiments were done with bremsstrahlung. In this case, the IR is defined as the yield of
the isomeric state to that of the ground state, and is expressed as

Emafl‘
fE;Z Ui(E’Y)f(Eea E’y)dE'Y
[R — E:rynaz ? (88>
ng oy(Ey)dE,

th

where E7'** is the bremsstrahlung end-point energy, EY and Ej}, — the threshold energies for population
of ground and isomeric states, respectively, o,(E,) and o;(E,) — the cross sections of ground and isomeric
states, and f(E., E,) — the bremsstrahlung photon flux.

The activation technique is used in these experiments, in which the target is irradiated for a certain
period of time and, afterwards, the v decay is measured. Almost all experiments for studies of isomeric
ratios were carried out at the M'T-25 microtron in Dubna, Russia, the M-30 microtron in Uzhgorod,
Ukraine, the SB-50 microtron in Tashkent, Uzbekistan, and recently at the LUE-40 linac at NSC KIPT
in Kharkov, Ukraine.

Several experiments were performed to measure halflives of isomers [162,164] or of the ground states
of isotopes [163]. At the NewSUBARU facility, the halflife of the ®Re ground state populated via
the ®*Re(y,n) reaction [163] and of an isomer in '*Ho populated in the '®Ho(y,n) reaction [164] were
measured. At the Idaho Accelerator, the halflive of an isomer in ?*Na was reported [162]. In another
measurement, the yield for the excitation of 8%9Ta (J™ = 1) was deduced from measurements of ~y
rays emitted following the electron capture and § decays of the 8.15-h ground state [165]. As a result,
the probability o+ /(0;« + 0,) for the production of the ¥ Ta isomer (J™ = 97) after photoabsorption
was deduced in the energy region from 8 to 13 MeV.

2.5.6 (7v,n) vs. (n,y) reactions

A series of experiments were performed aiming at the simultaneous understanding of (y,n) and (n,y)
reactions. This was done by systematic measurements for the Zr [106], Mo [111], and Sn [105, 109]
isotopes. In these experiments, photodisintegration was used to improve the prediction of the radiative
neutron capture cross section by experimental constraining the PSF, which enters in the statistical
model calculations. The goal is, by a systematic study of photoneutron and neutron capture reactions
in an isotopic chain, to model the PSF for a given nucleus formed by neutron capture on the radioac-
tive nucleus, which cannot be measured directly. The method determines the PSF which commonly
quantifies radiative neutron capture and photoneutron cross sections by using the experimental data.
The (n,y) data is used to constrain on the PSF below the neutron evaporation threshold, S,,, while
photoneutron cross sections provide an experimental constraint in absolute scale on the PSF around
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Sy- This is done, relying on the Brink hypothesis [186], which simplifies the modeling of average photo-
deexcitation and photoabsorption probabilities, under the assumption that both depend on the energy

of the involved v-ray transition only.

For example, in the study of the molybdenum isotopes, photoneutron cross sections for two ra-
dioactive nuclei, Mo and Mo, are deduced with the y-ray strength function method. The predicted
neutron capture cross sections for Mo and Mo are displayed in Fig. 24. The resulting cross sections
are also compared with the JENDL-4.0, ENDF/B-VII.1, and ROSFOND-2010 evaluated nuclear data
files [187]. In this particular case, the resulting Maxwellian-averaged cross sections of astrophysical
interest amount to 380 £ 200 mb for **Mo(n,y)**Mo and 410 + 130 mb for *Mo(n,y)'°Mo at 30 keV.

The “Mo(n,y)!*Mo estimate and, consequently,
also the ENDF/B-VIL.1 and JENDL-4.0 evalua-
tions, are found to be significantly larger than the
theoretical cross sections of 240 4+ 40 mb recom-
mended in Ref. [188].

2.6 Photofission

A specific type of a photonuclear reaction is the
photofission process [189,190], denoted as (7,f), in
which after the absorption of a photon, the nu-
cleus splits in two or more fragments, see Fig. 2.
This reaction proceeds through the formation of
a compound nucleus. In the reaction, v rays and
neutrons are also emitted. The photofission cross
section, o(v,f), has a one- or two-humped peak in
the region of the GDR.

Ever since its discovery, fission has been an ac-
tive field of research both from theoretical point
of view and with respect to practical applications.
For recent reviews on theoretical and experimental
advances in the field see Refs. [191,192]. Photofis-
sion research is carried out with bremsstrahlung
radiation, LCB quasimonoenergetic photon beams
as well as with Coulomb excitation in peripheral
heavy-ion collisions. Different problems have been
addressed in photo-fission experiments in the last
two decades, such as

e cross-section measurements, including sub-
barrier photofission studies,

e studies of kinetic energy, mass, charge, and
angular momentum distributions of fission
fragments,

e measurements of isomeric ratios of fission frag-
ments,

e comparison of fission yields induced by differ-
ent probes,
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Figure 24: TALYS predictions for the ra-

diative neutron capture cross sections (a) of
%Mo(n,y)*Mo and (b) *Mo(n,y)*®Mo. The er-
ror bands include uncertainties in the experimental
PSF, as well as the theoretical nuclear level den-
sities. The dotted, dashed, and dash-dot curves
correspond to different evaluations, see text and
Ref [111]. Reprinted figure with permission from
Ref. [111]. Copyright 2013 by the American Phys-
ical Society.
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e measurements of emitted prompt and delayed
neutrons and -y rays.

Examples of such experiments are discussed in Sec. 2.6.2. Sub-barrier photo-fission experiments are
discussed in Sec. 4.10.

2.6.1 Computer codes for photofission calculations

The modeling of the re-ordering of the nucleons from an excited nucleus into two or more fragments
has been and is a challenge for nuclear theory. Nowadays, sophisticated models try to map the nuclear
potential energy landscape in a multi-dimensional deformation space [193]. Fragment properties are
calculated as a result of selection different fission modes, often together with a statistical population of
states. The major problem is that a fissioning nucleus is described as an open system that evolves both,
quasi-bound configurations and a continuum of possible configurations on the fission path, finally form-
ing hundreds of different fragments with continuous distributions of different shapes, kinetic energies,
excitation energies, and angular momenta. Estimates of the properties of the fission fragments still relies
on empirical models. The excitation energy of the primary fragments is released by prompt-neutron
and prompt-y emission, which also need to be described.

The GEneral description of Fission observables (GEF) modeling code is the state-of-the-art tool
for simulations of nuclear fission [194]. It describes the observables for spontaneous fission, neutron-
induced fission, and, more generally, for fission of a compound nucleus from any other entrance channel,
with given excitation energy and angular momentum. The results of the GEF model calculations are
compared with fission barriers, fission probabilities, fission-fragment mass and isotope distributions,
isomeric ratios, total kinetic energies, and prompt-neutron and prompt-v yields.

2.6.2 Methodological examples of photofission experiments

Photofission product yields: In the last two decades photofission product yields (FPY') have been
measured in both, bremsstrahlung [195-201] and LCB [202,203] ~-beam experiments. In bremsstrahlung
experiments, the fissile target is irradiated with beams with different end-point energy. For measure-
ments of the FPY, the activation technique is used. After a certain period of irradiation, the target was
transported to a low-background Ge detector setup where the decay of the fission products is measured.
A key component in obtaining accurate FPY data is the precise quantitative determination of the num-
ber of fission events which occur during the measurements. To accomplish this, a specially fabricated
dual-fission ionization chamber (DFC) was usually used in an experiment at HIyS [203]. Two thin
reference foils, 22U in the first chamber and 23°Pu in the second chamber, were utilized. The ?*Pu
thick activation target was placed at the center of the fission chamber. Pulse-height fission spectra
produced by the DFC during the photon irradiation were measured. They are integrated to give the
total number of fission events recorded in the individual chambers.

A program has been initiated at the Triangle Universities Nuclear Laboratory (TUNL) to carry out
systematic comparisons of the FPY from neutron and photon induced fission on actinide nuclei, starting
with 252380 and 2*Pu [202-205]. This study is intended to provide insight into the dependence of the
FPY on the mechanism for inducing fission in the entrance channel. In particular, differences in the
FPY for neutron and ~ induced fission would indicate a connection between the FPY and the angular
momentum of the fissioning compound nucleus.

Kinetic energy, mass, charge and angular momentum distributions of fission fragments:
In experiments aiming at the detection of fission fragments, twin Frisch-gridded ionization chambers
(FGIC) are used [206,207], see also Sec. 3.4.5 for description of the FGIC. The fission-fragment mass
distributions were measured at different bremsstrahlung end-point energies [206,207]. A typical result
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of such a measurement is presented in Fig. 25. Pre-neutron mass distribution, mass distribution before
the emission of neutrons, is shown in the the figure.

In these experiments, the fissile target is placed at the center of the common cathode of the FGIC.
The setup allows detection of fission fragments in an almost 47 solid angle. At large emission angles
multiple scattering of the fragments in the target material and energy straggling deteriorate the energy
resolution.

The determination of fission fragment masses is based on the well established double kinetic-energy
(2E) technique [208]. Momentum conservation, with the approximation that the sum of the masses of
the two fission fragments is equal to the mass of the fissioning nucleus, results in an energy relation.

E

Aj = Ape, (89)

where A;,7 = 1,2 are the mass numbers of the

fission fragments, F; - their kinetic energies, Ay R ]
the mass number of the fissioning nucleus, and
TKE = E; + F, is the total kinetic energy. Since
fission-fragment mass numbers and T'"K' E are cor-
related, the fission-fragment yield as function of
pre-neutron fragment-mass number and TK E can
be extracted from the data, assuming some fission-
model dependence. The emission angle is extracted
from the drift time of ionization electrons, which
is used for the determination of angular distribu-
tions. A detailed description of the procedure for 7.06 MeV

determining the emission angles can be found in Ol L 5 BT T
Ref. [209]. Fission fragment angular distributions, Mass Number (amu)

W¢(0), can also be extracted from the data. They

are described with the relation

Yield (%/amu)

Figure 25: Pre-neutron mass distributions for
photofission of #**U with 6.5, 7.0, and 8.5 MeV
Wi0) = A+ Bsin2(0) + C'sin®(26). (90) bremsstrahlung. The curves are consecutively di§—
placed by two percent units, and the average exci-

Mass and TK E dependences of the angular distri- tation energy is indicated above each distribution.

butions of the fission fragments were reported [207, Reprinted figure from Ref. [206] with permission
210], too. from Elsevier.

3 Photon sources and instrumentation

3.1 Bremsstrahlung

A very straightforward way to generate an intense photon bath with continuous energy distribution is
electron bremsstrahlung. The principle idea is depicted in the upper part of figure 26. An electron beam
is decelerated (or - depending on the radiator thickness - stopped completely) in a radiator target. The
energy and angle integrated photon flux scales quadratically with the charge Z of the radiator target
nuclei. The generated bremsstrahlung spectrum for a thin radiator target (assuming one interaction
only) can be approximated by the analytical formula of Schiff [69]. Schiff used the notations Ej for the
energy of incident electron, E for the energy of the scattered electron, k for the energy of the emitted
photon, p for the rest energy of the electron, 6 for the angle between photon and electron, Z for the
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atomic number of the radiator target, and the screening constant C' = 111. The approximation is true
under the assumption that Ey, E, and k are large in comparison to p. If 6 is replaced by the reduced
angle © = Eyf/ 1 one can derive the cross section for the energy-angle distribution:

472 2 1622E E, + E)?
o (k, ) dkdx = <€ )ﬁxdzx b (o + E)

@2+ 1)'E,  (22+1)°E

+<E§+E2 4B >ln(M(x))],

137 \me2) k

(+1°E  (+1)'E

1 k) 725\
— (L) + ([ =5— (92)
M (x) 2EWE C(z2+1)
To obtain the energy spectrum, this equation is integrated over x. The calculation is not valid for large
angles but most of the radiation is directed under forward angles:

dk:/ o(k,z)dx =
0
2
222 e \ dk| [ E3+E? 2F
137\ me? | k E? 3FEg
2.
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with b = (2E,EZ'/3/Cuk). Some more sophisticated versions of the Schiff formula have been published
later, see, e.g. Refs, [211-213].

Nowadays, the energy spectrum of the bremsstrahlung photons is usually calculated by means of
different Monte Carlo simulation codes [214-216]. The main challenge is to extract the bremsstrahlung
flux close to the endpoint energy of the spectrum. This depends strongly on the energy of the electron
beam and its fluctuations. A careful monitoring of this energy is, therefore, mandatory for many
experiments.

The outer portion of the bremsstrahlung cone from a thin radiator (< 1072 radiation lengths) is
partly polarized [217]. The optimum degree of polarization with an electron beam energy E. can
be reached at an off-axis angle #=m.c?/E.. However, the degree of polarization decreases with the
energy of the bremsstrahlung photons with a typical maximum value amounting to 10-20% only, see
Refs. [24,218]. In addition, the thin radiator leads to a lower photon intensity at similar electron
current [10]. Nevertheless this technique has been used in a number of seminal experiments to determine
the parity quantum number of excited states in nuclei.

In the following, a few selected examples for bremsstrahlung facilities are shortly described. Please
note that most bremsstrahlung setups worldwide are used for medical and industrial applications and
will not be discussed here.

The Darmstadt High Intensity Photon Setup (DHIPS) at TU Darmstadt uses a continuous wave
(cw) electron beam with currents of up to 60 pA and a maximum energy of 10 MeV stemming from the
injector of the superconducting electron accelerator S-DALINAC to produce a bremsstrahlung beam.
The beam is stopped completely in a 14 mm thick Cu disk which rotates to prevent heat damage. The
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Figure 26: Principle of generating a photon beam by (a) bremsstrahlung or by (b) laser Compton
backscattering.

photon beam is collimated by a conical Cu collimator with a length of 95.5 cm and an exit diameter
of 20 mm. A previously used Ta bremsstrahlung target and a Pb collimator [219] were replaced by Cu
because of the rather high neutron binding energies of the stable Cu isotopes [220] which avoids neutron
induced background in the v detectors. At target position, the spectral photon flux rate (commonly
denoted as "photon flux”) amounts to around 10° photons/(eV - cm? - s) at an energy of E,=0.7-E,.
The target is usually surrounded by three well-shielded HP(Ge) detectors, see Ref. [221] for a detailed
description.

The vELBE facility at the Helmholtz-Zentrum Dresden-Rossendorf in Germany uses a supercon-
ducting cw electron linear accelerator (e-linac) to generate photon beams with maximum energies of
up to 13 MeV typically (which is the neutron separation energy of 2?Al in the Aluminum collimator)
and currents up to 1 mA [215]. The electron beam is decelerated in a Niobium radiator with variable
thickness between 1.5 and 11 mg/cm?. The main fraction of the electrons passes the radiator with-
out interaction and is deflected by a dipole magnet. Off-axis bremsstrahlung can be used to generate
partly polarized beams. The experimental area is separated from the bremsstrahlung-generation area
by a heavy concrete wall. The photon beam is transported to the scattering target in an evacuated
beam pipe to avoid scattering with air molecules. The scattering target is usually surrounded by four
standard HPGe detectors with 100% efficiency each (relative to a 7.68 cm x 7.68 cm Nal detector) and
one HPGe Euroball Cluster detector. All detectors are actively shielded by BGO scintillation shields.

The bremsstrahlung facility at the MT-25 microtron at the Flerov Laboratory of the JINR in Dubna,
Russia operates with an electron energy between 10 and 25 MeV with a current of up to 20 pA [222].
Tungsten with a thickness of 30 mm is used as a converter material. The energy integrated total
flux of bremsstrahlung photons is given as 10 photons/s [223-225]. A very similar setup (where the
bremsstrahlung is mainly used to produce neutrons) is installed at the Nuclear Physics Institute of the
Czech Academy of Sciences in Prague, Czech Republic [226].
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~ELBE/HZDR S-DALINAC/TUD  MT-25/JINR PRISM/LLNL

Enaz 13 MeV 10 MeV 25 MeV 25 MeV
Laz(e™) 1000 pA 10 pA 20 A 30 pA
radiator material: ~ Nb (Z=41) Cu (Z2=29) W (Z=T72) W (Z=T72)
radiator thickness: 10-100 pm 14000 pm 30000 pm 15000 pm
photon flux: 10% v/(eV - em? - s) 103 v/(eV - em? - s) 10" /s 10 ~/s

Table 1: Parameters of four selected bremsstrahlung facilities. Note that either the differential photon
flux at target position (ELBE, S-DALINAC) or energy and angle integrated photon fluxes (MT-25,
PRISM) are given. The radiator material and thickness can be varied at all facilities, given are the
standard values.

At the Lawrence Livermore Laboratory in Livermore, CA, USA the recently installed S band acceler-
ator PRISM (which stands for ” Photonuclear Reactions for Isotopic Signature Measurements”) delivers
presently an electron beam in the energy range from 15 to 25 MeV with an average electron current
of up to 30 pA [227]. The maximum design energy is 55 MeV. Bremsstrahlung with an integrated
intensity of about 10! photons/s is generated in a tungsten radiator. First experiments investigating
the photoactivation of '®Tm have recently been performed [228]. A comparison of some parameters of
the four aforementioned facilities is given in Table 1.

The High Voltage Research Laboratory (HVRL) at the Massachusetts Institute of Technology (MIT)
operates an electron accelerator which can be used for Nuclear Resonance Fluorescence experiments in
the energy range up to about 3.5 MeV with currents in the 100 pA range [229]. The electrons impinge
on a 100 pum thick Au radiator target backed by 1 cm Cu for cooling purposes. In experiments on the
actinides 2*°U, 23Pu and ?*°Pu a number of resonances has been detected in the energy range between
2 and 3 MeV which are interesting not only from a nuclear structure point of view but as well for
non-intrusive, unique detection of these isotopes [230,231].

At the NSC KIPT in Kharkov, Ukraine [232], an S-band e-linac (LUE-40) with an energy range
between about 35 and 95 MeV is utilized to generate the bremsstrahlung beam. The maximum pulsed
electron current is 70 mA with a repetition rate of 50 Hz. The typical average electron current amounts
to 6 pA. The photon beam has been used in a number of photoactivation experiments, e.g. to study
(7,xn) cross sections [233].

The Idaho Accelerator Center (IAC) at Idaho State University, USA [234] operates four e-linacs
with maximum electron energies up to 40 MeV and average maximum currents between 85 and 240 pA.
Bremsstrahlung is produced by means of tungsten or tantalum radiators with variable thicknesses [235].
Examples for experiments performed at the IAC are photon activation analysis studies in the photon
energy range between 10 and 30 MeV [236]. In addition, they run a program for medical isotope
production, see section 5.5.

A new high intensity bremsstrahlung source using electrons from a superconducting e-linac with
energies between 15 and 40 MeV and currents up to 1.5 mA is presently set up at the Turkish Accelerator
and Radiation Facility (TARLA) in Ankara, Turkey. The facility is planned to become operational in
2022 [237-239).

Bremsstrahlung beams are still a workhorse for many photonuclear studies.

3.2 Tagged photons

Bremsstrahlung beams with an ’energy tagging’ of their v quanta have been used in photonuclear science
since the 1970s [240]. The principle of photon tagging is depicted in Fig. 27. If the bremsstrahlung
beam is produced in a sufficiently thin radiator, it can be ensured that the vast majority of the photons
originate from electrons that interacted with the radiator material only once. Therefore, the momentum
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of an incoming electron py

ﬁO = ﬁe + ﬁ'y + ﬁrecoil (94>

is shared between the momenta of the scattered electron, the emitted photon, and the recoil of the
nucleus given by pe, Py, and Precoir, respectively. The scattered electron then exits the radiator with
decreased kinetic energy E. which is related to the energy of the produced bremsstrahlung photon

E,=E,—E, (95)

neglecting the recoil energy transferred to the involved nucleus. The electrons and the produced photons
enter a dipole magnet, where the electrons are bend and their momentum is analyzed, while the photons
pass straight through and hit the target and a beam dump, respectively. Measuring the energies F,
of the scattered electrons by usage of a magnetic spectrograph then provides the energies £, event by
event when the observation of subsequent reactions induced by the produced bremsstrahlung beam is
performed in coincidence with the signals from the spectrograph. Thus, despite the broad bandwidth of
the continuous-energy bremsstrahlung distribution, photonuclear reactions induced by bremsstrahlung
photons with measured 'energy tags’ enable the determination of energy-resolved reaction cross sections.

~

coincidence

One example facility is the low-energy photon
tagger NEPTUN [241] at the S-DALINAC [242] at
the TU Darmstadt which covers photon energies
from 5 to 15 MeV with excellent energy resolu-
tion. Due to the combination of continuous-energy
bremsstrahlung with the photon tagging technique,
several y-ray detection systems were characterized
at NEPTUN exploiting quasi-monochromatic pho-
ton beams with variable energy [243,244]. Re-
cently, NEPTUN was upgraded to provide tagged
photons in the range of 5 to 35 MeV for photon

focal plane

radiator

scattering and total photoabsorption experiments
to determine the complete dipole strength from en-
ergies below particle thresholds to above the region
of the IVGDR [242].

Tagged-photon beams are actively used in
hadron physics and the interested reader is referred
to Refs. [245-253] and references therein for further
reading, since the scope of the present review arti-

magnet

Figure 27: Principle of photon tagging. The en-
ergy of the produced bremsstrahlung photon £,
is determined from the energy difference between
the incident and scattered electron energy E, and
E., respectively. Reprinted figure with permission
from [241]. Copyright 2010 from Elsevier.

cle is on research activities in the energy range of
nuclear structure.

3.3 Laser Compton Backscattering

The technique of tagged photons discussed in the previous section provides information on the energy
of the produced bremsstrahlung photons. However, this information requires a coincidence to the
tagging system while the beam energy profile itself remains that of a continuous-energy bremsstrahlung
spectrum. In contrast to that, the method of Laser Compton Backscattering (LCB) provides a real
(almost) monochromatic beam without the need to tag the produced photons. While this provides
superior conditions for some experiments, the continuous character of (tagged) bremsstrahlung yields
advantages in others. Both methods should therefore be seen as complementary.
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Nuclear physics experiments usually require high-brilliance and intense LCB photon beams. The
influence of electron and laser beam properties on the bandwidth of the generated high-energy photon
beam will be discussed in the following section, while conditions for optimal photon flux intensities will
be elaborated afterwards. At the end of this section, a short summary of the parameters of current and
future LCB facilities is given in Table 2.

3.3.1 Electron-photon interaction

In this paragraph, the energy of the Compton-scattered laser photon off an ultrarelativistic electron is
briefly derived for the general case illustrated in Fig. 28. The incident laser photon with a momentum
pL = hk impinges the electron with a momentum p, at an angle 6;. The angle of the Compton-scattered
photon with a momentum p., = Bk with respect to the incident electron and photon is expressed by 6
and 6, respectively. The conservation of energy and momentum in collisions of relativistic particles is
conveniently described by four-momentum conservation

p+k=p +Fk (96)

where the four-momentum of the electron before and after the collision is p = (E./c,p.) and p' =
(El/c,p.), respectively. Analogously, the four-momenta for the incident and scattered photon are
denoted as k = (EL/c,p) and k' = (E, /c, ), respectively. The reaction is defined by the kinematics
of the incoming electron and the incident and scattered photon. Therefore, Eq. (96) is converted to p/
and squared to derive the general expression for the energy of the Compton-scattered photon

B _ (1 -7 cost;) Ep
7 (1—pBcosby)+ (1 —cosb,) EL/E,’

(97)

with the electron velocity [ relative to the speed of light ¢. Considering head-on collisions (#; = 7w and
0, =m—0¢), Eq. (97) can be simplified to

(1+8)EL
E, = . 98
7 (1= B cosby)+ (14 cosby) EL/E, (%8)
It becomes clear that for given energies F; and
E., the energy of the scattered photon depends on -
the scattering angle 6 only. Photons that are scat- k r phOtOH
tered at ; = 0 have the highest energies, while 13} /9_1\, ~

the energy drops quickly for increasing scattering > - ——————— o —

angles. With the focus on small scattering an-
gles (6; < 1) and ultrarelativistic electrons with

a Lorentz factor v = 1/4/1 — 2 > 1, Eq. (98) can
be approximated to

E ~ 4v* By
"1+ (10,2 + 42 ELJE,

(99)

Neglecting the recoil term (492 EL/E. <
1), the maximum photon energy is achieved for
backscattering (6 = 0):

electron -~ "

6 O /
P i scattered
k/

photon

Figure 28: Schematic drawing of Compton scat-
tering between an electron and a photon with a
momentum of p" and E, respectively, at a collision
angle of #;. The direction of the Compton-scattered
photon (with momentum &) is defined by the an-
gles 0 and 0, with respect to the incoming electron
and initial photon.

93



Before collision

Laboratory frame

After collision

Laboratory frame

: electron laser photon : : electron Y-ray photon :
| — e - —> MWW
| | | 1 2 |
. pi=Ypmc pv = hk 0 pe=(pi—hk—py)  py=hiERL
S S T
Rest frame | 'Restframe |
: electron photon : : electron photon |
| ° AN\ e b <o NNN> |
l pe=0 po=y1+B)pv pe=Rp’ P'=—1% |

Figure 29: Scheme of the head-on collision of an electron and a low-energy optical photon. Before
collision, the transformation from the laboratory frame to the rest frame of the electron induces an
energy boost of the photon by a factor of v(1+ /). After the collision in the rest frame of the electron, the
Compton-backscattered photon gains an additional boost by a factor of v(1 4 () in the transformation
back to the laboratory frame. The recoil factor is given by R = 2vy(1 + 3)(hk/mc).

max - 472 EL

v S 1v4veE /B T

(100)

The generation of high-energy photons from LCB can also be understood in a more illustrative way
depicted in Fig. 29. Assume a head-on collision (§; = 7) of an electron and a laser photon in the
laboratory frame shown in the upper left panel of Fig. 29. A transformation to the rest frame of the
electron results in a Lorentz boost of the photon of (14 3) before the collision (lower left panel). After
the head-on collision in the rest frame, the photon experiences a maximum momentum change when
Compton backscattered (lower right panel). Consequently, the transformation back to the laboratory
frame (upper right panel) induces an additional Lorentz boost of (14 3) to the photon. Neglecting the
recoil factor R = 2y(1 + f)(hk/mc), this results in a final maximum energy of EI"* = ~*(1 + (§)*EL,
which simplifies to Eq. (100) for ultrarelativistic electrons (5 ~ 1).

Conclusively, laser photons are boosted by a factor of roughly 4492 into the MeV regime, which is
the interesting range for nuclear physics experiments, when scattered off ultrarelativistic electrons with
energies of several hundreds of MeV. By a proper collimation system, the scattered photons at very
backward angles can be selected resulting in an almost monoenergetic photon beam, that can be tuned
by varying the electron or laser photon energy. In addition, because the Compton effect preserves the
polarization of the incoming photons, the resulting photon beam shows the same polarization character
as the laser. Thus, the method of LCB provides a (nearly) monochromatic polarized beam of high-energy
photons.

Uncertainty of scattered photon energy The energy distribution of the scattered photons depends
in general on uncertainties of the variables in Eq. (97), namely E., E,, 0y, and 6;. Under the assumption
0; ~ m and 0y ~ 0, the relative uncertainty of the scattered photon energy AE,/E. is approximated by
the contribution of each variable (see, e.g., Ref. [254])
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Figure 30: Calculated energy spectra of photons scattered off relativistic electrons. The relative energy
distribution of Compton-scattered photons (blue solid line) and the relation between the v-ray energy
and the scaled scattering angle v, are shown in (a). Panel (b) illustrates the effect of collimation with
an aperture radius R (and relative collimation factor «) of the LCB beam to the spectral distribution
and beam intensity. The impact of the horizontal emittance e, and the relative energy spread op, /F,
of the electron beam are compared in panels (¢) and (d). For details see text and Refs. [254, 255].
Reprinted figures from [254,255]. Licensed under a Creative Commons Attribution 3.0 License.
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The limit to the energy spread of the LCB beam is defined by the interplay of the laser bandwidth
AE}/E;, the energy spread of the electron beam AE./E,, and the angular spread induced by Af; and

Ab;.
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3.3.2 Energy distribution of scattered photons

In photonuclear reactions with LCB beams, it is often necessary to know its spectral distribution to
extract, for instance, reaction cross sections. The energy-differential cross section for the production
of a single LCB photon by a head-on collision of a monoenergetic pointlike electron and laser beam is
approximately described by [255]

do 4rr?
dE, ~ Emes

for £, < B (102)

E B \?
1—9—2 +2( 7)
En Er

with the classical electron radius 7. and the maximum energy ET'** given in Eq. (100). The energy
distribution computed from Eq. (102) is depicted as blue solid line in Fig. 30 (a) [254]. For illustration
of the correlation between the spectral intensity and the scattering angle 85 of the Compton-scattered
photon, the product of ; and the Lorentz factor v of the electron is deduced as a function of the y-ray
energy from Eq. (99) and displayed on the second ordinate (green dashed line). The maximum spectral
intensity is observed at fy = 0, while the minimum at #y = 1/v is a factor of two smaller. From the
scattering angle dependence follows that the energy width of the LCB beam can be narrowed down by
a geometrical collimator.

To illustrate the effect of the aperture of the collimation system on the spectral distribution of
the produced LCB beam, a very small horizontal electron beam emittance value of ¢, = 0.05 nm rad
and an energy spread of the electron beam of o, /E, = 2 x 107 are used in the calculations. As an
example, Fig. 30 (b) shows the calculated energy distribution of the photon beam for the case of the
High Intensity y-ray Source (HI~S) for different collimator apertures located about 60 m downstream
from the collision point. The radius R of the collimator is varied between 4 and 14 mm and leads to a
narrower energy spread until a point, where the effects of the electron beam properties start to play a
dominant role. Beyond that point, further collimation only reduced the intensity and shifts the centroid
of the distribution to higher energies, but the width is basically constant.

The electron beam is not monoenergetic, but has a certain energy spread and a finite emittance
resulting in a smoothening of the low- and high-energy cutoffs of the LCB beam distribution. The
effect of the divergence and the energy spread of the electron beam on the brilliance of the produced
high-energy photon beam is discussed in detail in Ref. [255]. The calculated impact of the horizontal
electron beam emittance €, (in nm rad) and the energy spread og_ /E. is compared in Fig. 30 (c)
and Fig. 30 (d), respectively. While the high-energy cutoff is not changed, a low-energy tail emerges
when the emittance is increased. A larger energy spread and divergence of the electron beam directly
translates into a larger spread of the LCB beam.

Therefore, it should be emphasized that one must usually balance between the spectral width and
intensity of the LCB beam for matching the required experimental conditions. From the presented
systematics in Fig. 30, it is obvious that for a high-brilliant LCB beam not only the collimator aperture
has to be well defined, but also the properties and quality of the electron beam are of high importance.
For a comprehensive discussion of the underlying effects and a detailed derivation of the presented
relations see Refs. [254-256] and references therein.

3.3.3 Luminosity
A common measure of the intensity of LCB beams is the photon flux

dN,
— =L 103
i.e., the number of scattered photons per unit time, which is the product of the total Compton-scattering

cross section ¢ and the luminosity of the electron-laser collisions
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The luminosity depends on the number of electrons per bunch, N., and photons per laser pulse, Ny,
as well as on the collision rate, f. The effective overlap area in the collision of an electron bunch and
a laser pulse, Aqg, is determined by specific characteristics of their phase space intensity functions and
the collision time. Assuming Gaussian distributions of the phase space intensity functions for both,
electron and laser beam [256], the luminosity in the beam-beam collision

L

[ (104)

NeNL
277\/1—@ + Bxex\/j—ff + Byey

depends on the f3,, values of the 3 function, the transverse emittance ¢, , of the electron beam, and
on the Rayleigh length 3y and wavelength A of the laser photons.

L= f (105)

Table 2: Parameters of LCB facilities with focus on nuclear structure studies. Tabulated are the
electron energy E., the average electron beam current (I), the repetition rate f,.,, the laser wavelength
Az as well as the energy E, and bandwidth AE, /E. of the generated LCB beam. Furthermore, the
available polarization modes, the total photon flux N, ;s and the (collimated) photon flux on target
N.

v,on—target aI€ ZIVEIl.

HI~S UVSOR-III SLEGS XGLS VEGA
[12,257] [258] [259] [260] [261]
Location Durham Okazaki Shanghai Xi’an Magurele
USA Japan China China Romania
E. (MeV) 240 - 1200 750 3500 120 - 360 234 - 742
Az (nm) 190 - 1060 | 1940 / 10600 10640 800 515 / 1030
(I) (mA) 10 - 120 300 100 - 300 N/A non-disclosed
E, (MeV) 1-100 1-54 0.4-20 0.1-3 1-19.5
AE,/E, (FWHM) | 0.8 % - 10 % 2.9 % <5% 1.2%-10% <05 %
(6 =2 mm) | (¢ = 2 mm)
frep (MHz) 5.58 90 347 pulsed, 10 Hz 71.4
polarization lin, circ lin, circ lin, circ lin, circ lin
N, totar (7/3) 106 - 3 - 1010 107 106 - 108 108 - 10° 101t
N, on—target (7/5) 103 - 3-10° 4-10° 10° - 107 106 - 108 ~ 108

3.4 Instrumentation
3.4.1 Beam diagnostics

Photon beams are characterized by different parameters, such as the position relative to the target or to
a defined reference trajectory, the photon yield, the ~-ray spectral distribution, the beam intensity, the
beam polarization, and the time structure. A variety of instruments have been developed to monitor
the beam parameters.
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Figure 31: The layout of the experimental arrangement of the beam-diagnostic devices at the HIyS
facility (drawing not to scale). The vacuum chamber is housing the experimental setup. The other
experimental setups in the figure were used for the characterization of the photon beam. Reprinted
figure from Ref. [262] with permission from Elsevier.

Table 3: Diagnostic devices which are used at the HIS facility

Type Detection method Beam parameter

Paddle detector e~ /et tracking ~v-beam intensity

Compton spectrometer ~v-ray detection ~v-beam intensity

2H photodisintegration neutron detection ~v-beam intensity
Zero-degree detector ~v-ray detection ~v-beam energy

Au activation foils ~-ray detection ~v-beam intensity
CCD system scintillation light monitoring | y-beam position

Beam diagnostics at HIyS: The diagnostic devices which are used, e.g., at the HIvS facility are
listed in Table 3. In a recent experiment at the HIyS facility, several different diagnostic detectors were
utilized [262], as shown in Fig. 31.

Paddle detector: A beam flux monitor, called paddle detector, is used to measure the v beam-
intensity within a systematic uncertainty of 2% [263]. It consists of five scintillator paddles and an
Al converter. Each paddle is comprised of a 2 mm thick piece of solid plastic organic scintillator,
BC-400, joined to a light guide and a photomultiplier tube (PMT). The five paddles are held in place
by a custom made aluminum frame. Two paddles are upstream of a 2 mm Al converter and three
paddles are downstream from it. The paddles and the converter are placed equidistantly from each
other. The aluminum converter produces electrons and positrons when hit by the incoming 7 rays. The
signal from the flux monitor is defined by a triple coincidence between the three downstream paddles
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in anticoincidence with the up-stream paddle, which serves as veto. The triple-coincidence requirement
ensures that the detected event is only due to the recoiling electrons or positrons. Thus, signals from
radioactivity in the room are effectively rejected.

Compton spectrometer: The y-beam intensity is measured also with a Compton spectrometer
monitoring scattered v rays. A Cu plate is mounted downstream the experimental target. It scatters the
beam. Collimated Compton-scattered v rays under a certain angle are measured with a large-volume
HPGe detector with an anti-Compton shield. The well-known Klein-Nishina differential cross section
of scattered photons [264] is used to determine the y-beam intensity.

’H photodisintegration: Two BC501A-based liquid scintillation neutron detectors mounted at a
reaction angle of 90° are used to detect the neutrons from deuteron photodisintegration. They monitor
a 4.5-cm-long, 3.7-cm-diameter heavy water cell. The on-target intensity of the beam is determined
using the well-known *H(y,n) cross section.

Zero-degree detector: A large-volume high-efficiency detector can be placed at 8 = 0° down-
stream for measurements of the photon-beam energies and their spectral distributions. In experiments,
either a large-volume Nal(T1) or the HPGe detector with an anti-Compton shield, which is also used for
the Compton spectrometer, are positioned as a zero-degree detectors. Since the measurement is done
in-beam and the HPGe detector is positioned at 8 = 0° with respect to the beam axis, the beam should
be attenuated before reaching the detector, keeping the count rate in the 2—4 kcps range. Measurements
with the HPGe detector are taken before and after each experimental run.

Au activation foils: A gold foil is mounted for measurements of the y-beam intensity above the
particle-evaporation threshold. As a result of the 7 Au(vy,n)'*¢Au reaction, activity is built in the foil.
After a certain irradiation time, the foil is taken out of the beam and transferred to a low-background
detection station, where the intensity of decay v rays is measured. By taking into consideration the
known photodisintegration cross section of " Au, the «-beam fluence is determined.

CCD system: An assembly, consisting of a scintillation screen and a CCD camera, placed in
the beam line, is used for finer target alignment and spatial characterization of the beam. The beam
interacts with the scintillation material of the screen, which is constantly monitored by a CCD camera.

Beam diagnostics at NewSUBARU: The flux and the spectral distribution of the LCB v beams
at the NewSUBARU beamline were monitored with y-ray detectors. A HPGe detector or a LaBr;(Ce)
scintillator was used for measurements of the y-beam energies and v-ray spectral distribution, and a
large-volume Nal(T1) detector was utilized for y-beam intensity measurements.

Energy monitoring: The absolute value for the maximum energy of the LCB beams at NewSUB-
ARU was obtained by relying on the precise knowledge of the laser photon and electron-beam energies
at the interaction point. The electron-beam energy has been calibrated between 0.5 and 1.5 GeV with
an accuracy of the order of 107° and the spread of the electron beam was found to be 0.4% [265]. In
recent experiments, monitoring of LCB photon spectral distribution was performed with a 3.5” x 4”
LaBr;(Ce) detector for each photon-beam energy before and after each target irradiation. In these mea-
surements, the laser operated in the continuous-wave mode at a reduced power in order to avoid pile-up
effects. The detector was used as a zero-degree detector. For obtaining the energy of the LCB beam the
inverse problem was solved, e.g., a full-scale Monte Carlo simulation within the GEANT4 toolkit [151]
was performed for the laser-electron interaction and the vy-beam interaction within the collimators. The
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laser beam was considered as a continuous Gaussian beam with the spatial parameters of Ref. [266].
The values for the electron-beam emittance and spot size at the focal point were iteratively adjusted
starting from the values published in Ref. [265], until the experimental LaBrs(Ce) detector response
was reproduced by the GEANT4 simulation.

Flux monitoring: An 8.0” x 12.0” Nal(T1) detector with 100% detection efficiency was used as
a flux monitor of the LCB beam. Multi-photon spectra are measured, which are used to deduce the
number of photons incident on a target. The idea is that, since the product of the numbers of laser
photons and electrons involved in each laser pulse is very large and the collision probability is very small,
the probability distribution of the number of scattered photons has a Poisson distribution. It was shown
that energy spectra of pulsed LCB photon beams measured with a BGO detector are characterized by
a Poisson distribution [267]. An algorithm was established for deducing the flux of LCB photons for
the experimental determination of the average number of scattered photons per laser pulse [268].

3.4.2 ~-ray detection

Information on quantum numbers, excitation
strengths, and the intrinsic structure of nuclear lev-
els can be obtained from a detailed ~-ray spec-
troscopy of the decay of photo-excited states as
discussed in Section 2. Depending on the spe-
cific application, 7y-ray detection systems should
meet different requirements. Nowadays, the most
commonly used detectors in low-energy photonu-
clear physics are build from semiconductor diodes

and scintillator materials. Semiconductors such M - ol
as high-purity germanium (HPGe) detectors stand 7
4
oW

~ _'l N

out for their excellent energy resolution of about
0.2 % at 1332 keV enabling a detailed spectroscopy
of y-ray decays. In contrast, scintillators exhibit
energy resolutions of > 2 %, but their detection sig-
nals have typically much shorter decay times rang-
ing from about 16 ns for cerium-doped lanthanum
bromide [LaBr;(Ce)] to about 250 ns for thallium-doped sodium iodide [Nal(T1)] scintillators compared
to tens of us for HPGe detectors. Therefore, scintillators provide high-rate capabilities and a superior
time resolution (< 500 ps) allowing efficient background suppression in coincidence experiments.

In the following, examples of current and future v-ray spectrometers that are and will be extensively
used in photonuclear reactions will be briefly summarized. For detailed descriptions, we refer to the
corresponding technical publications.

Figure 32: Photograph of the +?® setup in photon-
beam direction. Courtesy of Bastian Loher.

vELBE and DHIPS: Several (typically three to four) large-volume HPGe detectors are used in
NRF measurements at yELBE [215] and at DHIPS [221] , respectively, to perform high-resolution
~-ray spectroscopy. The HPGe detectors can be equipped with a BGO scintillator for active Compton-
background suppression. They are usually placed at polar angles of ¥ = 90° and ¢ = 127° — 130°
with respect to the impinging continuous-energy bremsstrahlung photon beam for angular distribution
measurements of v rays emitted in the NRF reaction. This geometry allows to distinguish between
J =1and J = 2 states in even-even nuclei and to measure energy-integrated cross sections of individual
excited states (see Sec. 2.3.6 and Refs. [11,55]).

60



' " Boean =8.125MeV ]| 81254 ‘ L
30000 | =
I T
20000 | + s
+
16000 | L ] 8124.1 [4347.0 |5894.3
0 = = = ] == l: ] }
Energy gate: 2" — 0"
i & 1 37784 ) 0
2
1 y15488 |
2230.6 ;
21
1 2230.5
( \ .
Lotohi, hadetehids y N 0
0 1 2 3 4 5 6 7 8 9 .
Energy [MeV] S

Figure 33: Coincidence experiment with an LCB beam energy of 8.125 MeV exciting the well-known
17 state at 8.125 MeV in 32S. Left: Singles spectra obtained with HPGe detectors (upper panel) and
HPGe spectra gated on the 27 — 07 transition with £, = 2.23 MeV in the LaBrs(Ce) detectors (lower
panel) [269]. Right: Decay scheme of the 17 state at 8.125 MeV. Reprinted figure with permission
from [269].

73 setup: The 2 setup at HIyS [71] is composed of four HPGe detectors with a relative efficiency of
60 % and four 3” x 3” LaBr3(Ce) scintillators (see Fig. 32). The setup has a typical total full energy
peak efficiency of about 6 %. It exploits the advantages of both detector types, namely the excellent
energy resolution of HPGe semiconductors and the high detection efficiency and timing resolution of the
LaBr3(Ce) scintillators. Combining experiments with quasi-monochromatic LCB beams and the -y
coincidence technique, studies of (average) branching ratios [60,70] and primary ~y-ray transitions [72]
are feasible for varying excitation energies. Figure 33 depicts an illustrative example for studying the
decay branches of the well-known 17 state at 8.125 MeV of *2S (see level scheme on the right-hand side).
The HPGe 7-ray spectrum recorded under the condition that the 2 — 0 transition (E, = 2.23 MeV)
has coincidently been detected by one LaBr;(Ce) detector is displayed in the lower panel on the left-hand
side. The 17 — 2{ transition (and the corresponding detector response) is clearly visible at 5.894 MeV.
For comparison, the single v-ray spectrum is shown in the upper panel, where the transitions of the 1%
state to the ground state and the 2] state are apparent at 8.125 MeV and 5.894 MeV, respectively. Due
to the improved peak-to-background ratio in the gated spectrum, weak branching ratios smaller than a
few percent of individual transitions, but also average decay properties for groups of excited states in a
given excitation-energy window can be determined [57,70,71].

ELIADE: The ELI-NP Array of Germanium Detectors (ELIADE) [73-75] to be used at ELI-NP
is dedicated for NRF experiments with linearly-polarized quasi-monoenergetic photon beams. It is
composed of eight segmented HPGe clover detectors (total full energy peak efficiency of about 6 %)
with the option to add large-volume LaBr;(Ce) scintillators. For reduction of background radiation,
each clover will be equipped with a BGO detector for active Compton suppression. It will enable very
sensitive studies of y-ray angular correlations, parity-quantum numbers as well as y-decay branches to
the ground state and to excited states.

3.4.3 Neutron detection

Neutron-detection systems aim at measurements of intensities, yields, multiplicities, spectra, and an-
gular distributions of neutrons emitted in photonuclear reactions.
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Photoneutron cross section measurements are carried out with neutron detectors based on the slow-
ing down, ¢.e., thermalization of neutrons, followed by conversion reactions of neutrons into charged
particles. The conversion reaction can be °B(n,a)"Li, SLi(n,a)*H or 3He(n,p)*H. In experiments, the
neutron multiplicity of slow neutrons is measured. In the experimental setup, proportional counters filled
with 1°BF3 or He are embedded in moderators, paraffin or polyethylene, where the emitted neutrons of
the reaction are thermalized. Two different techniques are used for estimating the number of measured
neutrons, i.e., the neutron multiplicity, the ring-ratio [270] and the flat-efficiency technique [271].

Ring-ratio technique: In this case, the proportional counters are arranged geometrically in three or
more concentric rings with respect to the direction of the v beam. The outermost ring is relatively more
sensitive to high-energy neutrons than is the innermost, since there is much more moderating material
between it and the target. Hence, the ratio of the number of neutrons detected in the outermost to that
in the innermost ring, e.g., the ring ratio, varies with the average neutron energy [270]. The efficiency
calibration of the detector array and of each ring as a function of neutron energy is done with various
radioactive sources, such as Sh-Be (v,n) [272], Pu-Be (a,n), or #2Cf spontaneous-fission sources. During
the calibration, ring ratios are measured, too. As different ring ratios depend in a different way on the
original neutron energy, they are used to determine the average neutron energy, which allows to measure
total or partial cross sections, see Sec. 2.5.1 and 2.5.2.

At HIvS, neutrons are detected in an Inventory Sample Model IV detector (INVS) [273], which
is an array of eighteen *He proportional counters arranged in two concentric rings and embedded in
a cylindrical shell of polyethylene moderator. In recent experiments, the INVS was modified to read
out each proportional counter separately in order to observe asymmetries in the photofission neutron
azimuthal angular distribution relative to the polarization plane of the y-ray beam, which makes possible
the determination of neutron multiplicities [274]. A similar detector was utilized at the AIST and
NewSUBARU facilities [275].

Flat-efficiency technique: The flat-efficiency technique aims at direct neutron multiplicity deter-
mination. The idea is that the neutron counters are placed in such a way in the moderator that the
detection efficiency does not depend on the neutron kinetic energy for energies up to 5 MeV. It is
not only needed to have a flat efficiency over a wide range of energies, but it is necessary to achieve
high-detection efficiency for the reaction neutrons. High-efficient detectors with flat efficiency were
developed for measurements of delayed neutrons [276] and for photoneutron measurements [150]. The
flat-efficiency neutron detector (FED) [150], which was developed at the NewSUBARU laboratory, con-
sists of three concentric rings of four, nine, and 18 *He counters embedded in a 46 cm x 46 cm x
50 ¢m polyethylene moderator at the distances of 5.5, 13.0, and 16.0 cm from the photon-beam axis,
respectively, the largest dimension being along the beam axis. The total efficiency of the FED changes
from 37.8% at 10 keV to 32.9% at 5.0 MeV for evaporation neutrons.

The direct neutron sorting (DNT) technique was developed for the extraction of the neutron mul-
tiplicity. The partial photoneutron cross section o(,vn) is related to the number of (v,vn) reactions,

N, as
N, = N’\{NTU(’% ,U,TL), (106>

where N, is the number of incident v rays and Ny is the number of target nuclei. However, N, is not
a direct experimental observable. Under the consideration that a FED measures neutron multiplicity
events with v = 1,2, 3, which are relevant for the energy range, which is considered in this review, the
detected single, Ny, double, Ny, and triple, Ny, neutron events can be expressed as [150]

N, = €Ny + eNy(1 — €) + eN3(1 — €)?, (107)
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Ny = Ny + € N3(1 — e), (108)

N, = €2 Ns. (109)

In case only one neutron is detected, all possible (y,vn) reactions contribute to the event. The first
term in Eq. (107) considers the detection of a neutron emitted in a (7,1n) reaction, the second term
takes into account that only one neutron is detected from a (7,2n) reaction, and the third term that a
single neutron is detected from a (7,3n) reaction. In a similar way, the first term in Eq. (108) considers
the detection of two neutrons emitted in a (7,2n) reaction, while the second term accounts for the
detection of only two neutrons from a (v,3n) reaction. Finally, Eq. (109) considers that all the three
neutrons emitted in a (y,3n) reaction are detected. The efficiency of the FED is denoted as e. The idea
of the DNT is by solving this system of equations to determine the partial neutron cross sections with
Eq. (106).

Another flat-efficiency detector was developed at ELI-NP, called ELIGANT-TN [277]. The *He
proportional counters are placed equally spaced in three concentric rings, of 118, 260, and 310 mm
diameter, respectively. The inner contains four detectors, while the two outer rings contain eight and
sixteen detectors each. The neutron moderator is a cube of 46 x 46 x 64 cm® made of polyethylene, the
largest dimension being along the beam axis. The moderator cube is covered by additional 10-cm-thick
polyethylene plates with 1-mm-thick cadmium metal for background neutron suppression. The detector
is designed such that it has a flat efficiency of about 38% below E, ~ 3 MeV, dropping to about 35%
at higher energies up to 5 MeV [75].

Neutron energy measurements: Neutron en-
ergies are measured with the time-of-flight (ToF)
method. The start signal is provided by the LCB
~v-beam burst and the stop signal by a neutron de-
tector placed at a certain distance from the target.

At HI~S, the Blowfish neutron detector, shown
in Fig. 34, is operational [132]. It is composed of
an array of 88 detector cells, which covers a solid
angle of about 25% of 4m steradian. The detector
cells are arranged on eight uniformly spaced arms,
which can rotate about the conventional beam axis
in the ¢ direction. Each arm contains eleven uni-
formly spaced cells on the surface of a 16 inch ra-
dius sphere covering polar angles from 6 = 22.5° to
6 = 157.5°. The large solid angle coverage of the
array makes it possible to measure neutron-energy
spectra with a high efficiency and the angular dis-
tribution of reaction neutrons. The fact that the
array can be rotated about the beam axis allows for
accurate determination of any systematic effects in
the detector efficiency.

The detector cells of the Blowfish detector are
made of three main components: a liquid organic scintillator, a light guide, and a PMT. The scintillator
cellis a 8.2 cm x 8.2 cm x 7.1 ¢m rectangular box with 0.3-cm-thick walls, filled with a BC-505 liquid
scintillator. Each cell is optically coupled to a Phillips XP2262B PMT through a 4.5 cm light guide. The
BC-505 scintillator allows the discrimination between energy deposited by electrons, produced by e.g.,

Figure 34: The Blowfish neutron detector. Picture
taken from Facebook.
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photoeffect, or by heavier charged particles, produced in interactions with neutrons [152]. The pulse-
shape discrimination (PSD) technique is utilized. The method allows to distinguish between different
types of incident particles by examining the shape of the light pulses from scintillation detectors.

At ELI-NP, the ELI Gamma Above Neutron
Threshold - Gamma Neutron (ELIGANT-GN) 35
detector array was constructed [277,278] for record-
ing v rays and neutrons emitted during deexci-
tation of PDR/GDR states. The array provides
the possibility for measurements of single and co-
incidence 7-ray events, single-neutron events, and
coincidence y—n events in the 7 and neutron de-
tectors. The array is designed to be made up
of two hemispheres, an inner one, placed 30 cm
from the target, and an outer placed at 1.5 m, as
shown in Fig. 35. The inner array is used for -
ray detection, and consists of 19 CeBrjs scintillators
coupled with Hamamatsu R233-100 PMTs and 15 )
LaBr;(Ce) scintillators coupled with Hamamatsu Figure 35: The ELIGANT'GN neutron detector in
R11973 PMTs. All detectors have cylindrical crys- ™€ of the experimental halls of ELI-NP.
tals with a diameter of 3" and length of a 3”. The
outer array is used for fast neutron detection utilizing the ToF technique. It consists of 37 EJ-309
liquid scintillators and 25 GS20 °Li glass detectors. The inner hemisphere is placed downwards with
respect to the beam axis and the detectors are at backward angles. The outer hemisphere is placed
upwards with respect to the beam and detectors cover the whole of hemisphere. The neutron detectors
are mounted on movable mechanical structures, allowing a maximum distance of 1.5 m from the target,
which is sufficient for the ToF measurements. The high-energy response of the large-volume LaBrs(Ce)
detectors of ELIGANT-GN was studied [279] with an emphasis on the selection of unfolding methods
to resolve small structures in y-ray spectra with high energies.

The neutron kinetic energy is usually measured

using the ToF technique. For that purpose, the
liquid scintillator EJ-309 is utilized. The neutron
identification efficiency [280, 281] of a EJ-309 de-
tector strongly decreases for low-energy neutrons.
Therefore, for energies E, < 1 MeV, GS20 SLi
glass detectors are used. Their detection princi-
ple is based on the ®Li(n,a)*H reaction, which has
a high cross section for low-energy neutrons. In or-
der to predict the performance of the ELIGANT-
GN array, a dedicated GEANT4 simulation code
was developed [278].

Figure 36: A schematic view of the half-meter
flight-path detector array for measurements of neu-
tron polarization asymmetries at HIyS. Reprinted
figure with permission from Ref. [158]. Copyright
2012 by the American Physical Society.

Neutron angular distribution and polariza-
tion asymmetry measurements: In experi-
ments at the NewSUBARU facility, neutron angu-
lar distributions were measured [154,157], see also
Sec. 2.5.4. The detector was a plastic scintillator
of a diameter of & = 100 mm and 100 mm length,
coupled to an ET enterprises 9305 KB PMT. The
detector was located at the polar angle of 6§ = 90° outside of the irradiation room with a concrete
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shield with a thickness of 540 mm. For measurements of the angular distribution of neutrons, the linear
polarization plane angle of the LCB photons was tuned by changing the linear polarization plane of the
incident laser.

In experiments at HIvS, the polarization asymmetry of prompt neutrons was measured [156,158,159],
see also Sec. 2.5.4 and 5.2. An array of twelve to eighteen detectors was used to count neutrons generated
by photofission. The active volume in each detector was filled with a BC-501A liquid scintillator and
was 12.7 ¢m in diameter and 5.1 cm thick. Twelve detectors were placed at polar angles 8 = 55°, 90°,
and 125° and at azimuthal angles ¢ = 0°, 90°, 180°, and 270°, and the remaining six detectors were
placed at 8 = 72°, 107°, and 142°, and at ¢ = 0° and 90°, as schematically shown in Fig. 36.

3.4.4 Charged-particle detection

Charged particles emitted in photonuclear reactions can be detected with Si strip detectors. In a
recent experiment at HIyS, the photodisintegration of “Li was studied [149]. Triton-a coincidences
were measured with the large-area annular silicon detector array (SIDAR) [282]. SIDAR was arranged
in a lamp shade configuration with twelve YY1-type detectors [283], where each detector is tilted at
42° from the plane perpendicular to the beam axis. YY1-type detectors, which are segmented into
5-mm-wide annular strips, covered an active area with an inner radius of 5 cm and an outer radius of 13
cm. 300-, 500-, and 1000-pum-thick detectors were used in the experiment. The 300- and 500-pm-thick
detectors have an energy resolution of approximately 30 keV (FWHM) for 5.8 MeV « particles, while
the 1000 um detectors have a resolution around 70 keV (FWHM).

A 47 array of Si strip detectors devoted to charged-particle detection is presently been built at
ELI-NP [284], called the ELI Silicon Strip Array (ELISSA). It consists of 36 X3-type double-sided Si
strip detectors (DSSSDs) [283] which form the barrel and eight QQQ3-type DSSSDs [283] which cover
the end caps. The total angular coverage is 80%. The energies of detected protons are in the range
of £, = 100 keV — 10 MeV and for « particles in the range of £, = 100 keV — 30 MeV. The average
energy resolution of the detector batch was measured with a standard two-peak open ?*'!Am/*Pu «
source as AE, ~ 40 keV for the front strips and 80 keV for the back strips [285].

In recent years, a number of active targets implemented in time projection chambers (TPCs) were de-
veloped for different low-energy nuclear physics experiments with ion beams. For a review see Ref. [286].
In an active-target experiment, the target material is at the same time the detector medium. The vertex
of the reaction products is determined for each event. The implementation of active targets in TPCs
allows a large solid-angle coverage of the emitted reaction products, which further contributes to the
increase in detection rate. This experimental technique is suggested to be used in photonuclear experi-
ments, too [287]. The motivation for such measurements is related to the need of performing accurate
measurements of cross sections of nuclear reactions that are essential for the stellar evolution theory.
Due to extremely small, picobarn cross sections, such reaction rates remain uncertain for energies in
the Gamow window. A possibility to achieve a considerable improvement is the measurement of the
time-reversed reactions, i.e., (,p) or (7,q).

An optical TPC (O-TPC) was constructed [287,288] and was used in experiments at HIvS. Before
that, in nuclear physics the O-TPC technique was used in dosimetry [289] and two-proton decay stud-
ies [290]. The O-TPC concept consists of optical recording of track images formed within large gas
volumes. The detection is based on capturing light emitted from avalanches induced by ionization elec-
trons drifting into the detector. The three-dimensional (3D) images are reconstructed from projected
2D track images in CCD cameras and the third dimension from the projected time structure recorded by
PMTs. So far, results related to the Hoyle-state physics were reported from these experiments [147,291],
see Sec. 4.8.

A natural next step is the development of a TPC with electronic readout, aiming at an increase of the
track-reconstruction resolution. Such a project was initiated at ELI-NP by a group from Warsaw Univer-
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sity [284], the ELITPC detector, which is under construction at present. It utilizes a 1024-channel elec-
drifting

the

to

tronic  readout in the horizontal plane perpendicular electrons,
consisting of three lines oriented at 120° to each
other placed on a multilayer PC board, referred to
as a u-v-w readout. The electron multiplication is
achieved with three 35 x 20 cm? Gas Electron Mul-
tipliers (GEMs) [292,293]. A smaller version, the
mini-TPC detector, has been constructed already
at the University of Warsaw [294]. It was used to
perform feasibility tests of the 3D-track reconstruc-
tion. It has a 10.6 x 10.6 cm? readout surface and
a drift length of 20 cm. Its 256-channel readout

strips are analyzed by the Generic Electronics for

V strip no.
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TPCs (GET) [295], which was developed for low- .
energy nuclear physics imaging experiments. Event ﬁ s00
reconstruction for data taking relies on the creation o : “"g
of 3D-data structure of the deposited charges cor- NE m;é
responding to the TPC active volume. A recon- o

structed event from a neutron-induced reaction in
the mini-TPC is presented in Fig. 37.

200
Time bin [arb.u.]

A different TPC has been developed at
AIST [296]. It conmsists of a drift region with
a uniform electric field with an active area of
60 x 60 mm? and a length of 250 mm, and a mul-
tiwire proportional counter (MWPC) region with
one anode and two cathode planes. The anode

Figure 37: Raw signals collected on u-v-w coor-
dinates represented as 2D histograms, charge vs.
time and a 3D reconstruction of the reaction prod-
ucts of neutron interaction with the CO, gas at
100 mbar. Reprinted figure from Ref. [288] with
permission from Elsevier.

plane is sandwiched by the cathode planes with a

spacing of 2 mm. The cathode wires in front of and

behind the anode plane are stretched along the z and y axes to obtain 2D track information of a charged
fragment. The z axis is parallel to the LCB photon-beam direction. The TPC was filled with a mixed
gas of 80% 3He (99.7% enrichment) as a target for the photodisintegration reactions and 20% CH, as
an operational gas. The TPC was used for studies of *He [146] and *He [137] photodisintegration.

In a proof-of-principle experiment at HIyS, a bubble chamber was utilized [297]. It makes use of the
instability of super-heated liquids against bubble formation for the detection of charged particles from a
nuclear reaction, which takes place in the volume of the chamber. In this case, C4F o serves as a liquid
active target. The operating temperature was near 30°C and the super heat pressure was in the range
of 14 bar. For the experiments relevant to nuclear astrophysics, the energies of the reaction products
are small and they are stopped in the liquid after a few microns, which means that no direct kinematic
information can be obtained, but a bubble is formed in the active volume of the chamber. The active-
target fluid was contained within a cylindrical glass vessel with a length of 102 mm and an inner diameter
of 30 mm. The thickness of the glass cylinder was 3 mm. The vessel was continuously monitored by
two 100-Hz CMOS cameras, placed at +45° with respect to the incident v beam. Continuously, each
new frame was subtracted from the previous one, and the difference was evaluated. The analysis took
about 5 ms, which allows to take full advantage of the speed of the cameras. If a certain threshold of
difference was exceeded, a signal would be send to the control system to repressurize the chamber. The
bubble chamber was used to study the F(v,a)'N reaction [148].
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3.4.5 Detection of fission fragments

In photofission experiments, double-sided Frisch-gridded ionization chambers (FGIC) [298] are com-
monly used for the study of fission-fragment energy, charge, mass, and angular distributions. These
instruments cover almost 47 in solid angle and have a good energy resolution. These are, in principle,
two coupled ionization chambers with a common cathode. At the center of the cathode, the target is
mounted. Each of the fragments generated in a fission event enters a different region of the detector
and both fragments are detected in coincidence. Each fragment drifts toward its respective grid in the
longitudinal electric field. Charge is released as the fragment interacts with the fill gas. Upon passing
the grid, a step change in electric field strength is experienced and the charge is rapidly collected by
the anode. The full height of the anode signal is proportional to the energy deposited by the fission
fragment and its derivative to the stopping power of the fragments. FGICs are usually filled with P-10
gas, 90% Ar and 10% CH,. There has been attempts to use P-30 gas, 70% Ar and 30% methane,

for which the electron drift velocity is faster [299].

In the last years, a lot of effort was put into
the improvement of the performance of twin FGICs,
e.g., by making the chambers more compact [299],
by increasing the position sensitivity [300], and by
introducing digital signal processing [301]. A com-
pact twin FGIC can be used in conjunction with an
array of Ge detectors in order to study delayed
rays of fission fragments. A higher position sensi-
tivity is achieved by replacing each anode plate in
the ionization chamber by a wire plane and a strip
anode [300]. This provides information about the
fission axis orientation, which is necessary for the
reconstruction of the neutron-emission process. In
this case, the FGIC can be used in coincidence with
a neutron detector array.
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A photograph of a FGIC is presented in Fig. 38.

Figure 38: Photograph of a Frisch-grid ionization
chamber. Reprinted figure from Ref. [299] with
permission from Elsevier.



4 Examples of fundamental science with photonuclear reac-
tions

This section will discuss a few selected examples of research on nuclear structure and nuclear astrophysics
using photon beams.

-—
Giant Dipole Resonance (GDR):
neutron and proton fluids oscillate
s -~ 7 .
< . Nuclear Astrophysics:
— (y,n) reactions in the stellar photon bath

Pygmy Dipole Resonance (PDR):
neutron skin oscillations

—~
Scissors mode:
orbital M1 excitation

. neutrons ’ protons - protons and neutrons

Photofission:
-~ structures in (y,f) cross section

Figure 39: Schematic view of some phenomena in nuclei induced by photons.

4.1 Giant Dipole and Quadrupole Resonances

Due to parity conservation an atomic nucleus cannot possess a static electric dipole (E1) moment.
However, the electromagnetic interaction between a photon and a nucleus can induce dynamic E1
moments. The most famous example is the isovector Giant Dipole Resonance (GDR or IVGDR) which
was discovered by Bothe and Gentner [15] in a photonuclear reaction and later described by Migdal as
an out-of-phase oscillation of the proton fluid against the neutron fluid [302]. The total photoresponse
of an atomic nucleus is dominated by this excitation mode which can be found in the energy region
between around 25 MeV for lighter and around 13 MeV for heavier nuclei. Its peak energy Eqpr
deduced from a Lorentzian fit to the cross section can be estimated by:

Egpr = 31.2MeV - A7/ 420.6 MeV - A6, (110)

An overview of the GDR and other giant resonances can be found in the seminal books by Harakeh
and van der Woude [303] and Bortignon, Bracco, and Broglia [304].

In the 1970’s, most of the systematic photonuclear studies of the IVGDR were carried out at the
laboratories in Saclay and Livermore using positron annihilation in flight as photon source. An excellent
overview of the experiments at these two places has been given in the review article by Berman and
Fultz [305]. There is a serious systematic disagreement between the results from the two labs for the
(7,xn) cross sections, especially above the 2n cross section, which has been discussed since many years.
For a recent update, see Ref. [306].

A new quality for photonuclear experiments on the fine structure of the GDR became possible
by the advent of intense quasi-monoenergetic photon beams from Laser Compton backscattering. As
an example we mention one of the pioneering experiments by Harada et al. at the electron storage
ring TERAS at ETL in Tsukuba, Japan to measure the photabsorption cross section of 80 in the
energy range from about 9 to 13 MeV [307]. Later, Utsunomiya and coworkers performed numerous
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Figure 40: E1 photoneutron cross sections as a function of the photon energy. Reprinted figure with
permission from [92]. Copyright 2020 by the American Physical Society.

experiments at the same facility focusing on the photoneutron cross section in the low energy tail of
the GDR, see, e.g., Ref. [106,112].

Another recent example is a systematic study on the photoneutron cross section up to 40 MeV in
ten odd-even nuclei performed at the LCB facility NewSUBARU in Japan [92]. To give an idea about the
quality of these measurements we show the measured cross sections in Fig. 40.
The integrated cross sections, the centroid energies,
and the polarizabilities extracted from these ex-
periments could be reproduced in most cases with

state-of-the-art theoretical calculations. For the 5
most recent update on ground-state photoabsorp-
tion in the region of the GDR we refer to the data 4 — S, o ST T N S

collections by Plujko et al. [309] and by Kawano et

-8

w
IIII|IIII|IIII|IIII|IIII|II

al. [90] which include a list of all relevant references. °
Due to its high energy, its large width and the :;_' —+— Present Letter (6 = 1207
dominance of the IVGDR in its low-energy region, 2 —g— Present Letter (6 = 60°)
the study of the isovector Giant Quadrupole Reso- — IVGQRFit (6 = 120)
nance (IVGQR) has always been a challenge. Most 1 i Irx}/f ﬁ/gg:; ((22(1;230)
data still stem from a series of electron scattering 0 o NolVGQR(b =609
experiments performed by Pitthahn et al. in the 14 16 18 20 22 24 26

1970’s, see, e.g., [310]. The derived parameters of E, (MeV)

the IVGQR usually show large statistical uncer-

tainties and additional systematic errors have to

be added. An estimate of the excitation energy Figure 41: Polarization ratios from Compton scat-
Ervegr of the IVGQR is given by: tering off a 29Bi target in the region of the
IVGQR. The dotted curves ("No IVGQR”) show
the expected ratios if only the isovector dipole
and no isovector quadrupole strength is present.
Reprinted figure with permission from [308]. Copy-
right 2020 by the American Physical Society.

Ervaor = (125 MeV — 135 MeV) - A™/3 (111)

Dale et al. used the off-axis polarization of a
tagged bremsstrahlung beam at the University of
[llinois to investigate the properties of the IVGQR
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in 2%Pb [311]. Photons in the entrance channel select dominantly E1, M1, and E2 resonances. The
E2 contribution can be observed in the relevant energy region by its interference with the GDR. The
polarization ratio of the Compton scattered beam, that is the ratio of cross sections perpendicular and
parallel to the plane of polarization of the incident beam, allowed to extract reliable parameters for the
IVGQR, however, with rather large uncertainties.

This method has been refined recently using the nearly 100% polarized, quasi-monoenergetic photon
beam from the HIS facility to investigate the IVGQR in 2% Bi [308] and %Y [312]. The pulse struc-
ture of the beam allowed to reduce the non-beam-related background. Figure 41 shows the measured
polarization ratios for 13 different incident photon beam energies between 15 and 26 MeV. The band-
width of the beam was about 2.5%. From the measurement of the energy, width, and strength of the
IVGQR in 2"Bi were deduced with statistical and systematic errors each smaller than 1%, 20%, and
10%, respectively.

4.2 Pygmy Dipole Resonances

At energies well below the peak energy of the IVGDR various phenomena have been discussed as a
possible source of electric dipole excitations, such as, e.g. two-phonon excitations involving an octupole
vibration (see Sec. 4.3), « clustering [313,314] or - in light exotic neutron rich system - the appearance
of a neutron halo [315].

In a series of experiments in the 1950s and 1960s a group around Bartholomew observed in thermal
neutron capture experiments an enhancement of emitted v rays around 5-7 MeV [316]. The notation
”Pygmy Dipole Resonance (PDR)” introduced by Brzosko in the 60s [317] has been established for
such an increased E1 strength at energies well below the GDR. Frequently, the PDR is considered as
1 hw E1 strength which has not been shifted to GDR energies by the isovector residual interactions.
The observation by Bartholomew was confirmed later by Laszewski and Axel using tagged photons to
excite the PDR [318]. Review articles on experimental studies of the PDR have been published by
Bracco et al. [319] and Savran et al. [320]. In a simplified geometrical interpretation, these excitations
are described as an oscillation of neutrons at the surface against an isospin-saturated core (this picture
was first given by Mohan [321]). Some state-of-the-art theoretical calculations support this picture.
For a recent overview about theoretical calculations see the special issue of European Physical Journal
A [322].

In the last two decades, improved photon sources and ydetector arrays led to a new quality of the
data on E1 distributions up to the particle thresholds. The pionieering high-sensitivity NRF experiments
at these energies by Herzberg et al. [323] at the bremsstrahlung facility of the Darmstadt S-DALINAC
were the kickoff of a series of experiments to investigate the PDR via photon scattering. The results
on the semi-magic N=82 isotonic chain [324] triggered numerous experimental and theoretical efforts.
Figure 42 shows the distribution of E1 strength measured in NRF experiments on various nuclei with a
closed neutron and/or proton shell. In all cases, a considerable enhancement of E1 strength is observed
below the neutron separation threshold indicated by S,,.

The use of monoenergetic photon beams allows to scan the photoresponse of a nucleus directly below
and directly above particle threshold if the PDR is expected in this energy region. As one example, we
show the result of a study by Shizuma et al. [325] using the LCB beam from NewSUBARU for (v,7)
experiments below threshold and the LCB beam from TERAS for (7y,n) experiments above threshold
in Fig. 43 . The measured cross sections are compared with different theoretical calculations.

Another advantage of monoenergetic photon beams comes into play if high level densities are present
in the relevant energy range. The analysis of the data allows to identify not only discrete levels but as
well strength in the quasi-continuum and weaker branchings into lower-lying states. For examples of
recent publications see Refs. [57,70,72,326].

As discussed above, experiments with photons yield very robust data on the E1 (and M1) strength
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Figure 42: E1 strength distribution in various semi-magic or doubly-magic nuclei measured in photon
scattering experiments. Reprinted Figure with permission from [320]. Copyright 2013 by Elsevier.

distribution. However, to understand the underlying structure, complementary experiments are manda-
tory. Today, the structure of the PDR has been investigated by the combination of different exper-
imental probes, see, e.g., Refs. [319,327,328]. Proton, a and 7O scattering experiments at particle
spectrometers combined with high-resolution v detectors at the KVI Groningen [329], the LNL INFN
Lab, and recently at the RCNP Osaka and at iThembalLABS, have shown that the E1 strength below
particle threshold seems to split into two parts in many nuclei. One part (which is concentrated at
lower energies in heavy nuclei) seems to show a dominating isoscalar excitation pattern with charge
transition densities dominated by neutrons at the surface of the nucleus. The other, higher-lying part
seems to be dominated by isovector El excitations, i.e., resembles more the pattern associated with
the GDR. Very recently, the microscopic structure of the E1 excitations below particle threshold has
been studied in the doubly-magic nucleus 2°®Pb in a particle transfer reaction and the results have been
compared to large-scale shell model (LSSM) and energy-density functional plus quasiparticle-phonon
model theoretical approaches [330].

The photon scattering experiments on stable nuclei have been complemented by virtual photon
scattering experiments on neutron rich, unstable nuclei. Here, the expected enhancement of the PDR
strength due to the increased neutron skin has been verified, see, e.g. [331,332]. It has been shown
that for a systematic comparison of the E1 strength in different isotopes in a wide mass range the
Coulomb-corrected Fermi energy is an adequate parameter [320]. For a recent overview of the PDR in
unstable nuclei we refer to the review article by Aumann [333].
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Figure 43: E1 photoabsorption cross sections of 2°"Pb in the energy range 5 to 10 MeV obtained from
(7,7") and (y,n) experiments. Reprinted Figure with permission from [325]. Copyright 2021 by the
American Physical Society.

Despite the intensive effort in the last decades, many questions about properties of the PDR are
still unsolved. This concerns, e.g., the region of the onset of the PDR, the evolution of the PDR with
neutron excess and deformation, the branching of the PDR into lower-lying states, the validity of the
Brink-Axel hypothesis, and the underlying single-particle structure.

4.3 Two-phonon excitations

The low-energy excitation pattern of nearly all atomic nuclei shows phenomena of a coherent super-
position of many single-particle excitations which are described as ”collective”. Two prime examples
are relatively low-lying 27 and 3~ states in even-even nuclei which are characterized as quadrupole
and octupole vibrations, respectively. A common alternative denomination is quadrupole or octupole
"phonon” in analogy to the quantized vibrations of a crystal lattice. In a geometrical model, these
phonons are visualized as isoscalar oscillations of the neutron-proton fluid around the ground-state
shape. The E2 (or E3) transition strength from these phonon excitations at typical energies around 1-2
MeV to the ground state is enhanced with respect to the single-particle scale. In a simplified harmonic
phonon-coupling picture, one would expect the existence of two-phonon excitations forming a multiplet
of states with the structures 2 ® 27, 3= ® 37, and 27 ® 3™ in the same nuclei. The energy of these
two-phonon excitations is expected around the sum energy of the phonon constituents. The decay to
the one-phonon state should be correlated to the strength of the decay from the one-phonon state to
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the 07 ground state:

B(E2,2t ®2" = 2%) = 2x B(E2,2" —0T) (112)
B(E3,3” ®3~ —37) = 2x B(FE3,37 - 0") (113)
B(E2,2*®3~ —37) = B(E2,2" - 0%) (114)

The factor of two in the coupling of identical phonons stems from the fact that the two constituents
are indistinguishable. The coupling of a quadrupole phonon with an octupole phonon leads in even-
even nuclei to a quintuplet of states with spin and parity quantum numbers J*=17, 27, 37, 47, and
57. Because of the different single-particle structure of the two constituents, one (partly) avoids Pauli
blocking. Pauli blocking can lead to strong anharmonicities if one couples identical phonons based on
the same single-particle excitations. The 17 state of the quintuplet is an ideal candidate to be studied
in photonuclear reactions.

Already in the 1970s the group around Metzger and Swann have discussed their results on 1~ states
investigated in NRF experiments in various lanthanide nuclei in this context, see, e.g., Ref. [334]. The
picture can be extended to deformed nuclei where the octupole phonon couples to the quadrupole-
deformed core creating J™=1~ band heads of rotational bands. A systematic survey of results from
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Figure 44: Two-phonon excitations in vibrational nuclei. The lower part shows the energy of the first
17 excitation relative to the sum energy of the first 2* and 3~ states. The upper part illustrates
the respective B(E1?1) ground-state transition strength relative to the squared dipole moment (see
equation 115) derived from experimental data. (Semi)-magic nuclei are not included, they show a
strong enhancement of the B(E171) /D? ratio.
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bremsstrahlung experiments on vibrational nuclei in the mass range A~30-150 is given in the article by
Babilon et al. [335]. Here, the measured B(E1) strength from the octupole-coupled levels in non-magic
nuclei to the ground state is compared to the squared dynamic dipole moment D estimated by:

Dinefm=5376x10"*-A-Z - By - 35 (115)

where B and (3 are the quadrupole and octupole deformations, respectively which have been derived
from the B(E2) and B(E3) strength of the single-phonon levels [313,336]. An updated plot is shown
in Figure 44. The lower part depicts the ratio between the energy of the two-phonon 1~ state and
the sum energy of the 2™ and 3~ single phonon levels. The upper part shows the ratio of the B(E1?)
strength from the ground state to the 1~ two-phonon state normalized to the square of the product of
the quadrupole and octupole deformations (see Equation 115).

A more detailed study of the properties of two-phonon states is possible by a combination of a
monoenergetic v beam for the excitation and a high-efficient array for the detection of the decay
photons. Derya et al. [337] recently studied the 2+ ® 3= E1 excitation in doubly-magic “°Ca and in
neutron-magic 1%°Ce utilizing the v3 setup [71] at HIyS. In this way, not only the ground-state decays
but inelastic decays to the one-phonon 3~ level in “°Ca and decays to the 2% state and to the 0F
state could be observed as well. These new results together with theoretical calculations supported the
two-phonon picture for the 17~ excitation.

We note that various complementary probes have been used to investigate the quadrupole-octupole
excitation in even-even nuclei. As examples, we mention the seminal neutron scattering studies by the
Kentucky group around Yates [338] and inelastic proton scattering [339].

The picture of quadrupole-octupole excitations has been broadened, e.g., by the additional coupling
of an unpaired neutron or proton in odd-A nuclei [340-343], by involving other off-yrast phonons like
the "gamma” vibration [344], and by the coupling of proton-neutron symmetric with mixed symmetric
phonons [345]. All these phenomena have been studied in NRF experiments. Low-lying dipole modes
in vibrational nuclei studied by photon scattering have been discussed in a review by Kneissl et al. [55].

4.4 Scissors Mode

The scissors mode (ScM) is a collective orbital M1 excitation of deformed, coupled, two-fluid quantum
systems, in which the two deformed sub-systems can exhibit counter-rotational out-of-phase oscillations
against each other in a scissors-like fashion. It can occur in a variety of quantum systems [346, and
references therein]. In even-even nuclei it is characterized by a comparably strong M1 excitation
from the ground state to excited J™ = 17 states with intrinsic-projection quantum number K = 1.
The ScM has first been observed experimentally in deformed nuclei in the mid-1980s using inelastic
electron-scattering reactions on the nuclide 9Gd [347]. An accumulation of more-or-less fragmented
M1 excitation strength was associated with the nuclear ScM. Its discovery has historically led to a
renaissance of experimental activities employing photonuclear reactions on bound nuclear states at
comparatively low-excitation energies of about 2 - 5 MeV because the NRF' technique quickly turned
out as being in many respects superior to other experimental approaches to the nuclear scissors mode
in terms of energy resolution, sensitivity, and access to decay properties [348].

Extensive reviews have been published [10,11,55,346,349] on the nuclear ScM until about a decade
ago. The investigation of the ScM using NRF has recently advanced, in particular by employing the
opportunities offered by the advent of intense, quasi-monochromatic, fully polarized photon beams from
LCB sources. These developments along with recent more classical studies using intense bremssstrahlung
have not been covered in the review literature so far. We, thus, provide in this subsection a brief
compilation of recent photonuclear studies of the nuclear ScM.
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Identification and strength systematics The experimental identification of candidate fragments
of the nuclear ScM relies on the measurement of their character of a strong M1 excitation of the nuclear
ground state in combination with the collective features expected from the ScM, such as proportionality
of the total excitation strength to the square of the nuclear quadrupole deformation [346,350] or agree-
ment with the specific M1 and E2 decay strengths or selection rules. As the ScM occurs at excitation
energies where also E'1 excitations can occur, it is mandatory for a clear identification of the ScM that
the polarity of the dipole excitation is established as being of magnetic character.

The superior sensitivity of fully polarized photon beams to the polarity of nuclear dipole excitations
of even-even nuclei with a 0" ground state [49,61] has facilitated the identification of the ScM, tremen-
dously. Figure 14 displays a recent example. The quasi-monochromacy of the incident LCB beam from
the HIS facility and its complete polarization have uncovered misassignments in previous literature
where, due to the lack of sensitivity to the polarity of the NRF transition, parity quantum number
assignments had been partly based on branching ratio systematics or enhanced transversal character
in electron scattering. For example, the J™ = 1~ states of ¥2Sm at excitation energies of 2887 keV
and 3012 keV had erroneously been misinterpreted as fragments of the M1 ScM in the earlier litera-
ture [350,351]. In a recent NRF measurement at HIyS, Ide et al. [63] unambigously established the
decay scheme of some strong dipole excitations of !2Sm near 3 MeV excitation energy and the parity
quantum numbers of the corresponding nuclear levels. A part of the data is shown above in Fig. 14.

In recent years, the M1 excitation strength of the ScM and its systematics had been investigated
in photonuclear reactions on even-even isotopes of the Cr [352], Mo [353,354], Ru [355], Cd [356, 357],
Xe [358], Sm [63], Gd [66], Hf [359], Pt [360], U [361], and Pu [231] isotopic chains. Spin quantum
numbers J = 1 and parity quantum numbers 7 = + had in most cases been obtained from angular
NRF intensity distributions. The corresponding dipole excitation strength had been determined from
the total NRF intensities. Notably, Garrel et al. [358] have succeeded in tracking the scissors mode over
a spherical-to-softly triaxially-deformed shape transition in the sequence of Xe isotopes thereby probing
the dependence of the M1 excitation strength of the ScM on the nuclear deformation.

In odd-mass nuclei, the ScM is subject to an even stronger fragmentation into a multitude
of nuclear states in the energy range of the ScM
of neighboring even-even nuclei. This results typ-
ically in rather weak NRF intensities from the in-
dividual fragments. This fact, together with the
rather small modulation of angular distribution
about isotropy as compared to even-even nuclei
makes the assignment of spin and parity quantum
numbers in odd-mass nuclei usually very difficult.
Hence, the data frequently suffer from missing spin
and parity quantum number assignments.

For example, Bertozzi et al. [230] have stud-
ied NRF' of gram-sized samples of highly enriched ‘ |
235U and ?%°Pu using unpolarized bremsstrahlung dboo 2100 2200
beams with endpoints at 2.2 MeV and 2.8 MeV,

respectively. Integrated cross sections have been Figure 45: Dipole excitations of 22Pu. Reprinted

measured using photon flux calibration standards figure with permission from Ref. [230]. Copyright
made out of aluminum and manganese. Nine NRF 2008 by the American Physical Society

lines in 2°U and 12 in 9Pu have been observed at
energies between 1.6 and 2.5 MeV. The close prox-
imity of the observed NRF lines to the energy of the ScM of 233U may indicate that they are part of the
ScM in the neighboring odd-mass isotopes. The ScM was studied by the NRF technique in odd-mass
isotopes of the Rh [362], Ba [342], Eu [363], Dy [363], Ho [363], Ta [364,365], U [366], and Np [367]
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isotopic chains. The odd-odd nuclide "®Lu was investigated with NRF as well in a search for fragments
of the ScM [368].

Decay features A comprehensive investigation of the nuclear ScM should combine high accuracy for
the NRF cross sections with high sensitivity to its various decay channels. This can be achieved by par-
ticular combinations of experimental techniques. Broad-band intense bremsstrahlung offers sensitivity
to the overall distribution of elastic NRF intensity and high accuracy for the necessary cross section
calibration. Usage of polarized quasi-monochromatic photon beams or 7~-coincidence spectroscopy
following [-decay provide superior sensitivity to parity quantum numbers and to the details of the
decay properties of the ScM. As an example for the latter, Beller et al. have studied M1 excitations
of the transitional nucleus **Gd close to 3 MeV excitation energy by NRF using intense unpolarized
bremsstrahlung at the DHIPS facility at the S-DALINAC injector TU Darmstadt on one hand and by
~yv-coincidence spectroscopy on the other hand. The latter were obtained following electron-capture re-
actions of the 0% isomer of ' Tb™ with a decay Q-value of 3.6 MeV which was previously populated by
1%4Gd(p,n) reactions at the TANDEM accelerator at the University of Cologne. The 17 state of %1Gd
at 2934-keV excitation energy with an M1 excitation strength of B(M1;0f — 17) = 1.6(2) 3 [66]
belongs to the fragments of the ScM with the largest M1 transition strength in the entire nuclear chart.
The detailed decay pattern obtained from ~+-coincidences provided information on its M1 decay to
excited 07 states of "*Gd. This made refined estimates possible for the 0v33 neutrinoless double-beta
decays of its isobar »'Sm and its isotone °Nd [66]. Further observations of M1 decays from ScM
fragments to the 0 ground state and to the first excited 05 state of %1%Mo enabled Rusev et al. to
determine the mixing of coexisting shapes of these isotopes [369].

Recently, Beck et al. [56] measured the F2 decay strength of the ScM of 1*°Gd by a detailed study
of the angular distribution of its NRF decay intensity into the 2] state of the ground-state rotational
band. Its sensitivity to the £2/M1 multipole mixing ratio of the 17 — 2 transition has been discussed
in subsection 2.3.6 where a part of the data are shown in Fig. 15. The corresponding isovector E2
strength was found to be quite small, on the order of a few percent of the single-particle strength, only.
The observations are in semi-quantitative agreement with various theoretical predictions.

The characteristic quantum number K = 1 for the projection of the ScM’s angular momentum onto
the intrinsic symmetry axis of an axially-deformed nucleus can be assigned by comparison of the M1
branching ratio of the ScM into the ground state band to the Alaga rules. Savran et al. [67] have studied
the distribution of decay branching ratios of the ScM in deformed even-even rare-earth nuclei. Data
deviating from the Alaga rules require some amount of K mixing. From a K-mixing analysis of the
strongest fragments of the ScM of 4Dy, Beck et al. have recently quantified the K-mixing involving a
ScM state [60]. A comparatively small K-mixing matrix element of 6.9 keV was found. The analysis
revealed, in addition, a K-conserving M1 transition strength about two orders of magnitude smaller
than the M1 decay strength of the ScM with AK = 1. The corresponding data have been presented
above in Fig. 12.

Related isovector valence-shell modes With decreasing nuclear deformation the character of the
ScM gradually changes from a one-phonon mode excited from the deformed ground state by the isovector
orbital part of the M1 transition operator to a quadrupole-collective two-phonon state formed by the
coupling of the isoscalar and the isovector E2 phonon excitations of the valence shell. The latter is often
addressed as the mixed-symmetry 2fms state. First firm evidence for this two-phonon character of the
1T state has been obtained from a combination of NRF studies with v+-coincidence spectroscopy [370].
The Qims state represents the building block of mixed-symmetry structures of vibrational nuclei. It
exhibits a weakly-collective E2 excitation strength from the ground state and, hence, can be studied
well with NRF [370,371]. Mixed-symmetry structures of vibrational nuclei have been reviewed some

time ago [372]. Recent examples for NRF studies of mixed-symmetry one-phonon and two-phonon
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modes of vibrational nuclei were obtained for nuclides of the Zr [373], Ru [355], Cd [357], and Sm [374]
isotopic chains.

4.5 Photon strength function

Photon strength functions (PSFs) characterize the average 7-ray transition probability of atomic nu-
clei [375]. Their concept is based on the assumption, that at sufficiently large nuclear level densities
(NLDs) the excitation as well as decay properties of a nuclear state ensemble can be treated statisti-
cally, i.e. it can be described by mean values and a given statistical distribution. The PSF (and the
NLD) are important ingredients to Hauser-Feshbach calculations [83] and for the modeling of nuclear
reactions [376]. In addition to their impact on our understanding of the nucleosynthesis in astrophysical
objects like supernovae or neutron-star mergers, PSFs are used in applied research areas such as the
transmutation of nuclear waste [377] and reactor safety [378]. Experimental and theoretical studies
often make the simplification, that the average electromagnetic excitation and decay probability merely
depends on the photon energy and neither on the excitation energies of the initial or final states nor
on the specific structure of the nuclear levels involved. These assumption are known as the Brink-Axel
(BA) hypothesis [186,379] and allow large-scale reaction network calculations for nuclear astrophysics
(see, e.g., Refs. [380,381]).
The photon strength function -
ry E;
() = Ll o) (116
gl

is expressed in terms of the average reduced transition width <I”/\‘7L> between nuclear levels at excitation
energy F; to levels at E; for a given electromagnetic transition character AL. It further depends on the
NLD p(E;) and the y-ray transition energy E., = E;— E;. Applying the principle of detailed balance, i.e.
the photo-deexcitation can be directly linked to the photoexcitation, the PSF for photon emission and
photoabsorption are considered to be equal. The PSF can therefore be derived from photoabsorption
cross sections o, \r,

Oy AL
a(Ey) = W (117)
with the spin-dependent factor g = (2J; +1)/(2Jy+ 1) and the spin of the excited state and the ground
state J; and Jy, respectively. Since dipole transitions are usually the dominant component of PSFs, the
suffix AL is omitted in the following and we refer to the explicit transition character (E1 and M1) in
the text.

Photonuclear reactions have been extensively used in the past to measure photoabsorption cross
sections, which are directly linked to the PSF built on the ground state. Decades of research were
dedicated to systematically study nuclei throughout the nuclear chart in the energy regime of the
isovector giant dipole resonance [303,304] as well as below particle threshold [11,320]. Recent reviews
on existing experimental data on PSFs and experimental methods can be found in Refs. [382,383].

In this section, we show a few selected examples of current research activities with respect to the
measurement of PSFs in photonuclear reactions.

77



Below particle threshold Experiments with
continuous-energy bremsstrahlung have produced 2|
numerous data on stable nuclei. The extraction g Fe
of photoabsorption cross sections in such mea- A
surements is challenging, because the spectroscopy

of all decay channels is indispensable. Strong
(ground-state) transitions are observed as promi- E
nent and resolved peaks in the corresponding vy-ray
spectra. Weaker transitions usually cannot be di- 10°F
rectly distinguished from the existing background :
radiation which is why they are often denoted as .
unresolved transitions or quasi-continuum. N

10'F (Y13 9mev

One approach to determine photoabsorp-
tion cross sections from NRF experiments with
bremsstrahlung is based on the inclusion of the

quasi-continuum in the analysis and the applica- Figure 46: Photoabsorption cross sections for
tion of statistical methods. It was first described s4p, [384].  Reprinted figure with permission

in the analysis of **Sr [218] and subsequently ap- o [384]. Copyright 2020 by the American Phys-
plied to many other isotopes; see for instance ;., Society.

Refs. [326,384-398]. Exemplarily, photoabsorption

cross sections for ®*Fe are shown in Fig. 46. Results

from two NRF measurements with bremsstrahlung with endpoint energies of 7.5 MeV (blue triangles)
and 13.9 MeV (red dots) are presented [384] in comparison to (v,n) data (green squares) above the
neutron separation threshold S,, [399]. The depicted data are compared to parametrizations of the
IVGDR using a Triple Lorentzian (TLO; black dashed line) [400,401] and to calculations from the
TALYS-based evaluated nuclear data library (TENDL-2019) [402], which takes all reaction channels
into account (black solid line). Since the (v,p) cross sections dominate the photoabsorption cross
section from 12 to 25 MeV, the TENDL-2019 results overestimate the experimental cross sections.

A complementary and model-independent approach to extract photoabsorption cross sections in
NRF measurements was introduced by Tonchev et al. [58] and is briefly discussed above in Sec. 2.3.4.
The photoabsorption cross section (0., = 0., +0,,) can be devided into a so-called ”elastic” component
(0,+) referring to ground-state transitions after photoexcitation and into an ”inelastic” component (o..)
accounting for events decaying via intermediate states. Exploiting the narrow bandwidth of LCB photon
beams, the inelastic part is approximated by the depopulation intensity of low-lying excited states, which
collect most of the cascading events. The resulting PSF values from the measured photoabsorption
cross sections between 4 and 8.6 MeV for ¥¥Ba, considering only resolved ground-state transitions, are
displayed in panel (b) of Fig. 47 as blue squares. In the past decade, further nuclei have been studied
with this method [57,72,326,403-406], which was further developed to include also unresolved ground-
state transitions [57,72,326,403,404] to allow a complete determination of the photoabsorption cross
sections and PSF values, respectively.

In most experimental methods, the determination of PSF's is limited either to the excitation channel
or the deexcitation channel. Very recently, a novel approach was presented allowing to extract PSFs
from photoabsorption and photon emission measurements simultaneously in a single experiment [72]
using the combination of LCB beams at HIyS [12] and the y-v coincidence setup * (see Ref. [71]
and Sec. 3.4.2). The photoabsorption cross sections are obtained in the same way as discussed in
the preceding paragraph. In addition, y-vy coincidence measurements are used to determine the direct
feeding (primary ~-ray transitions) of low-lying levels from excited states in a narrow excitation-energy
window defined by the quasi-monochromatic LCB photon beam at HIS. The beam energy is varied and
for each measurement a set of primary ~-ray transition intensities as a function of the v-ray transition
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energy is extracted. Scaling all individual data sets to each other allows to extract the shape of the
underlying PSF, while it is not possible to determine absolute values of the PSF. The comparison
between the two obtained PSFs for 28Te reveals a discrepancy that hints towards a violation of the
Brink-Axel hypothesis in this nucleus below the neutron separation energy. For a detailed discussion
see [72,407].

Above particle threshold Above the particle
thresholds, photoabsorption cross sections and the
resulting PSFs were determined using, e.g., total
photoabsorption [409, 410] measurements mainly
applied to light isotopes or in ~-particle reac-
tions. The existing data bases on photoabsorption
cross sections in the energy region of the IVGDR
were compiled by extensive (7, xn) measurements i
using quasi-monochromatic photon beams from _ 10'8:_
positron annihilation in-flight during the 1960s and i e
1970s [305, 411]. However, data obtained from of
different facilities disagreed by 10-40 %. Thus, 107 F
systematic investigations of photoabsorption cross A R
sections in photoneutron reactions below the two- 10,

neutron separation thresholds were conducted, for 3
instance at LCB facilities such as TERAS [100,
104,412,413], NewSUBARU [95,114,414,415], and
HIyS [12,94, 123]. Figure 47 shows experimen-
tal photoneutron data (red circles) for (a) *"Ba
and (b) '3¥Ba together with previous measure-
ments (black circles and open diamonds) [408]. Be-
low the neutron threshold, data from NRF exper-
iments are shown for *®Ba separated into their i L
respective E'1 (blue squares) and M1 (green cir- 0 5 1b 15 90
cles) contributions [58]. For each dipole radia- E [MeV]

tion character two different PSF models are de- Y

picted, namely a global parametrization denoted ‘ n bt ) ¢
using SMLO models (solid lines) [416] and PSFs Figure 47 Photon strength ~ function - from

calculated within the so-called DIM + QRPA ap- %I;otoneutron react%ons for (a) 1‘37Ba an‘?l (b)
proach (dotted lines) [417-419]. Both E1 models Ba [408]. Re.prmted figure with PETISSIOn
describe the photoneutron data reasonably well up 'from [498]' Copyright 2019 by the American Phys-
to the maximum of the IVGDR at ~ 15 MeV even ical Society.
though the SMLO underestimates the experimen-
tal results between 9 and 11 MeV. Large deviations are observed in the case of 1**Ba below the neutron
threshold, where the E'1 PSF exhibits a pronounced double-humped structure, which cannot be de-
scribed by either of the two monotonically decreasing PSF models. The additional concentration of
E1 strength in the vicinity of the particle threshold is often associated with the so-called pygmy dipole
resonance (PDR) [320] discussed in Sec. 4.2. Discrepancies to different parametrizations for the £1 PSF
have been observed in several other cases. For a recent review on existing PSF data and the comparison
to different models see [383].

In recent years, a new method based on direct neutron-multiplicity sorting with a flat-efficiency
3He counter was developed [150] allowing to measure complete (v, zn) photoneutron reaction cross
sections [116,117,420]. For a detailed discussion of the formalism of photoneutron reactions and neutron
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detection techniques see Sections 2.4 and 3.4.3, respectively.

4.6 Nuclear astrophysics

Nuclear reactions induced by photons play a dominant role in the synthesis of many atomic nuclei [421].
The high energy part of the Planck distribution emitted by heated objects can photodissociate nuclei.
This becomes especially relevant in hot burning phases or explosive stellar scenarios. One example is
silicon burning in the late stage of massive stars where fast photodisintegration reactions create free
protons, neutrons and « particles. The subsequent capture of these particles produce the nuclei up
to the broad abundance peak around iron. Finally, a so-called nuclear statistical equilibrium (NSE) is
reached. Another example is the synthesis of heavier nuclei above iron. Here, the equilibrium between
(n,y) and (y,n) reactions defines the path of the rapid neutron capture process ("r process”) on the
neutron rich side of the valley of stability [382,422]. On the other hand, for the synthesis of proton rich
nuclei via the p process, photodissociations of heavy seed nuclei via (vy,n), (v,p), and (7y,«) reactions
are the driving force, see, e.g. [102,423].

Due to their selectivity and the possibility to derive, e.g., total and partial v decay width in a
straightforward and model-independent way, photon scattering experiments can be a valuable tool to
measure certain observables which are important in nuclear astrophysics. As an example, we refer to the
NRF measurement of the level structure of 26Mg close to the neutron threshold using photons from laser
Compton backscattering (LCB). This level structure is important to understand the neutron production
for the s process in the *Ne(a,n)?**Mg reaction during the pulsing period of AGB stars [424].
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Figure 48: Astrophysical S factor derived from the results of a "Li(~y,t) experiment at HIyS together
with a R matrix fit. Direct contribution and individual resonance contributions (dotted lines) and total
contribution (solid line) are shown. Reprinted figure with permission from [149]. Copyright 2020 by
the American Physical Society.
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A measurement of the cross section of the (v,t)

-10

reaction on “Li recently helped to constrain the 10 ;‘ - ! T9'= 2.(') =
rate of the inverse *H(c,y)"Li reaction which is ~105E e —— 3)(Bremsstrahlung) =
important to understand Big Bang nucleosynthe- E - E \\ ----- Bremsstrahlung §
sis. FQr this purpose, monoenergetic photons at T 10 = i {n)ittineshald =
HIyS in the energy range 4.4 to 10 MeV have 8 0¥ E 5y 3
been used, where tritons and o« particles were de- P 3
tected in coincidence by segmented silicon detec- 107 F 3
tors [149]. The S factor of the inverse («,y) re- 0 E PP N 0 S .
action on *H could be derived from the data and E.-...,,_ —_—Ty=30 =

. . . . _15 S— - =
was compared with R matrix calculation, see Fig. 10T E . ™ (v,n) threshold 3
48. An interesting approach to investigate the in- E »F S~ 3
teraction of a Planck photon bath with a nucleus g 10 - 3
has been followed by Mohr et al. [426]: A super- 2107 F R N
position of electron bremsstrahlung spectra with o e E
different endpoint energies creates a spectrum of 107 E Vo
photons which looks very similar to the distribu- 10-350: P B D S R G |

tion of photons from a Planck spectrum (see Fig.
49) in the relevant energy range. The temperature
of .the Planck spectrum to be ‘re.produced can be Figure 49:
adjusted by adequate superposition factors. Pho-
todissociation (7y,n) cross sections are then derived

from activation experiments where the irradiation spectrum at a certain temperature (dashed line).

With the "Planck” photon bth leads to a radioac- Reprinted figure with permission from [425]. Copy-
tive nucleus whose v decay is detected off-beam. right 2006 by Elsevier.

This technique has been used, e.g., to investigate
the v process of explosive nucleosynthesis in Pt,
Hg, and Pb isotopes [427,428].

Furthermore, the knowledge of the photodissociation cross section can help to estimate the neutron
capture rate on radioactive nuclei. For instance, the s-process branching in **W was studied by the
photodissociation of W via bremsstrahlung [429]. Here, the detailed balance theorem was used
to derive the reverse (n,y) rate on the 8 unstable nucleus '®W. Another approach is to measure
the energy dependence of the (vy,n) cross section with LCB photons. Examples are the studies to
investigate the s-process branching nuclei Se [430] and %Kr [120]. It was shown that a combination
of this technique with other experimental results allows to estimate the neutron-capture cross section
on various radioactive nuclei [111], see Sec. 2.5.6.

5000 Gamow 10000
E, (keV) _

A superposition of bremsstrahlung
spectra (dotted line) creates a photon spectrum
(full line) which can be compared with a Planck

A further open question in nuclear astrophysics which had been investigated by means of photons is
the occurence of the rarest isotope on earth, *°Ta. There is a long-standing debate on the isomeric state
(with an half-life limit of 4.5x10'® years) and how it can be depopulated by photons via intermediate
states to the ground state which has a half life of only T; ,=8.15 h. Such a scenario would exclude certain
temperatures for the astrophyical scenarios where '8°Ta has been synthesized. Various experiments
have been performed looking for a possible depopulation of the isomer by photons from bremsstrahlung
[431,432] and from LCB [101,433]. Recently, an overview of different experimental studies concluded
that the isotope is likely synthesized in the astrophysical p process [434]. A compilation of experiments
to depopulate isomers by photons has been published by Kneissl [435].

In cosmochronology the ~-ray strength function derived from photoneutron cross sections has re-
cently been used to investigate the 2°Pb-2%TI- and '*"Re-'8"Os-chronometers [100,408].

Finally, we would like to guide the reader to a recent overview article discussing possible future
photodisintegration reactions with monoenergetic photon beams, see Ref. [436].
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4.7 Few-body systems

This subsection addresses photonuclear approaches to the relicts of sub-nucleonic degrees of freedom
in observables for light nuclei. The largest amount of corresponding research in the last years have
addressed the verification of the Gerasimov-Drell-Hearn (GDH) sum-rule [144,145]. It relates the total
cross section for the absorption of a circularly polarized photon by a polarized target with its spin
parallel, 0¥ (E,), or antiparallel, c( E,), to the photon spin to the anomalous magnetic moment as

inf p A d E7 471‘2 62 )
[ ) ot G = Tt (118)
where E, is the photon energy, £y, is the two-body photodisintegration threshold, x is the anomalous
magnetic dipole moment, A is the mass, and [ is the spin of the nucleus. The relation was first written
for polarized protons, but it can be extended to polarized nuclei.

In first experiments, the GDH sum rule for the deuteron was studied. The experiments covered a
range of ~-ray energies between 2.39 and 16 MeV [128,129,131,132]. The analyzing power of the reaction
was measured, utilizing linearly polarized v rays and non-polarized targets. The photodisintegration
cross section for linearly polarized beam and unpolarized target is written in terms of an M1 and an
E1 components of the total ?H(v, p) cross section. Under certain assumptions, see e.g., Ref. [131] for
details, an indirect determination of the GDH sum rule for the deuteron was obtained.

With the development of polarized 3He targets, an experimental check of the GDH sum rule be-
came feasible. The photodisintegration of spin-polarized *He was studied at HIyS [134-136]. In the
first experiment, a longitudinally polarized 3He target and a nearly monoenergetic, ~ 100% circularly
polarized photon beam were used. The beam was pulsed at a rate of 5.5 MHz with intensities of
(1 —2) x 10® /s, having an bandwidth of AE, /E, = 3% at 12.8 MeV and 5% at 14.7 MeV [134,135].
A follow-up experiment was performed at the incident photon energy of 16.5 MeV with on-target in-
tensity of (7.3-9.5) x 107 v/s and bandwidth < 5%. The photon flux was monitored utilizing the 2H
photodisintegration setup, see also Sec. 3.4.1.

The main experimental challenge, which was
addressed in these experiments, was the construc-
tion of a polarized *He target [437,438]. A tar-
get polarization of the order of 33-46% has been _ Helmholt
achieved. The target cell is a pyrex glass cell o
coated with aluminosilicate and contains a mix-
ture of Rb-K. The paramagnetic-free aluminosil-
icate glass-coated surface reduces the probability
of 3He depolarization from the walls. The target
set-up is shown schematically in Fig 50. It con- -=1
sists of a pair of Helmholtz coils with a diameter
of 173 cm to provide a magnetic holding field with
a typical value of 21 G. The gas cell consists of a
spherical pumping chamber with a radius of 4.3 cm
and a target chamber with a length and a diameter
of 38.7 cm and 3.1 cm, respectively. The chambers
are connected by a tube that is 9 cm long with
a diameter of 1.3 cm. The pumping chamber is Figure 50: Schematic presentation of the polarized
placed in a oven. The whole gas cell system is >He target set-up. Reprinted figure from Ref. [437]
installed in the center of the Helmholtz coils. The with permission from Springer.

RF coils and the electron paramagnetic resonance
(EPR) photo diode, which are shown in the Fig. 50
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are used for measurements of the polarization of *He, for details see Ref. [437].

Angular distributions and energies of neu-
trons emitted in the three-body break-up were de-
tected in the experiment. Spin-dependent double-
differential cross sections, see Sec. 2.5.3, and the
GDH integrand from three-body breakup were de-
duced from these measurements.

In a recent experiment, the GDH sum rule for
the 3He(y,p)*H reaction, the two-body breakup
channel, was measured [439]. The results related
to the GDH sum rule are presented in Fig. 51.

At AIST, the photodisintegration cross sections
of the 3He three-body system was used to investi-
gate the nucleon-nucleon (NN) potential and the
role of three-nucleon (3N) forces in nuclear reac-
tions. The data were used to compare to theo-
retical calculations based on the AV18+Urbana IX
nuclear force model [146].

4.8 The 2" excited state built on
the Hoyle state

The isotope 2C is synthesized in the helium burn-
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Figure 51: (Color online) The GDH-sum-rule re-
sults for the 3He(v,p)?H reaction (blue square),
and the *He(~y,n)pp reaction (red circles) with the-
oretical predictions, for details see Ref. [136,439].
Reprinted figure with permission from Ref. [439].
Copyright 2021 by the American Physical Society.

ing phase of star evolution. Its synthesis is under-
stood as a two-step process, first two a-particles
fuse to resonantly form ®Be. In a second step *Be
captures an a-particle to form '2C. Hoyle recog-
nized the need for a J™ = 07 state with an energy of about 7.5 MeV, called the Hoyle state, in order
to account for the absolute abundance of ?C and the abundance ratio of >C and %O [440]. The idea
is that the capture of an a-particle by ®Be proceeds by tunneling through a potential barrier. Despite
its short lifetime, there is a statistical equilibrium of some concentration of ®Be in the stellar plasma
which enables the process. In the case of an s-wave capture the probability of 2C synthesis is highest.
In addition, the presence of the Hoyle state boosts the capture process by a factor of 10°-10%. Hoyle
predicted the existence of a state at 7.68 MeV [440]. Simultaneously at Caltech the *N(d,a)'?C reaction
was measured and a state at 7.68 £ 0.03 MeV was observed [441]. Subsequent measurements refined
the energy of the state to 7.653 + 0.008 MeV and indicated the most probable spin and parity to be
J™ = 07 [442]. In the years to follow, there has been significant effort to understand the structure of
the Hoyle state. For a recent review see Ref. [443].

Morinaga described the Hoyle state in terms of three weekly interacting a-particle [444], which
means that the Hoyle state might be highly deformed, in case the a-particles are configured in a chain
or in a bent arc [445]. In such a case, excited states built on top of the Hoyle state should form a
rotational band. The existence of a J™ = 2% was long sought for. Excitation energy spectra in 2C were
populated in proton and a-particle inelastic scattering experiments [446]. The data provide evidence
for the existence of a 27 state at F., = 9.75 4+ 0.15 MeV with a width of 750 & 150 keV. This state was
suggested to corresponds to the 27 excitation of the 7.65 MeV Hoyle state [446]. In an experiment with
the O-TPC [287] (see Sec. 3.4.4) at HIyS, exploring the 2C(v,3a) reaction, the nature of this state
was unambiguously identified [147], because real-photon beams excite either J = 1 or J™ = 27 state
out of a J™ = 0% ground state of an even-even nucleus. Thus, 07 states (the 3 MeV broad 10.3 MeV
resonance) are not populated and the 9.64 MeV 3~ state will be populated with very small probability.
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The excitation energy of the 2 resonance state was
measured as F,, = 10.03 £ 0.11 MeV, with a total
width of 800 + 130 keV. Angular distributions were
measured in the experiment, which demonstrate the
27" character of the observed resonance state.

Almost all (98%) of the '2C dissociation events
were reported to proceed via the 2C(v,ap)*Be re-
action leading to the ground state of ®Be, and the
subsequent immediate decay to two nearly collinear
a particles as shown in Fig. 52.

Another possible decay path is by emitting si-
multaneously three « particles. Theoretical pre-
dictions provide a limit of < 1% for such a direct
decay [447]. This prediction was tested experimen-
tally [448-450] and upper limit for the direct rare
decay branching ratio was set to 0.019% [450], e.g.
~2x 1074

Recently, Smith et al. re-examined the O-TPC
data from the HIyS experiment [291] and observed
a second class of events with large opening angles

-

- -
12C(y.01))8Be -

Figure 52: Typical image recorded by the CCD
camera of the O-TPC. Three alpha particles
from the reaction '2C(v,00)®Be, followed by the
subsequent decay to 2« particles are displayed.
Reprinted figure with permission from Ref. [147].
Copyright 2013 by Americal Physical Society.

between the three o particles. In this case the « particles share the breakup energy more evenly and
the decays do not go through the ®Be ground state, as shown in Fig. 52. These events were identified
as direct three-ar decays or decays to excited states in ®Be. A limit on the direct three-a branching
ratio was deduced as F% < 5.7 x 107, This is approximately two orders of magnitude lower than the

previously reported experimental limit [450].
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4.9 Parity mixing

Fundamental symmetries play a paramount role in our understanding of the building blocks of nature.
The weak interaction violates symmetry under space reflection. While the strong force conserves parity,
the effective nuclear force violates parity due to contributions of the weak interaction to the effective nu-
cleon—nucleon interaction. Observable consequences of the latter can be enhanced in peculiar situations
where two nuclear energy levels with opposite predominant parity and otherwise identical quantum
numbers are located very close to each other in a parity doublet. Parity-mixing due to the weak in-
teraction then results in the inheritance of some unnatural-parity decay mode by the predominantly
natural-parity state and vice versa. The so-called 'nuclear enhancement factor’ Fg, defined as the ratio
of the unnatural-parity versus natural-parity decay matrix element divided by the energy separation of
the parity doublet, quantifies the potential of the parity doublet to exhibit observable parity violation.

The J™ = 17/17 parity doublet in 2Ne at 11.26 MeV excitation energy has been suggested as
one of the best cases for the study of parity violation in isolated nuclear eigenstates [53]. The energy-
ordering with corresponding excitation energies F(17) = 11255.4(20.7)stat (70 8)syst keV and E(11) =
11258.6(2) keV and the nuclear enhancement factor Fr = 1.4(£0.3)stat (£0.2)syst keV ™! have recently
been measured by Beller et al. [54] using a pioneering combination of linearly-polarized and circularly-
polarized photon beams from the HIvS facility.

While the energies of the 17 /17 levels are too close for their y-decays being resolvable with any state-
of-the-art y-ray spectrometer, Beller et al. studied the variation of the centroid of this y-ray doublet in
NRF as a function of observation angle and polarization of the incident photon beam. At polar angle
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Figure 53: NRF spectra of **Ne detected vertically (top) and horizontally (bottom) around the target
irradiated with a horizontally linearly-polarized (purple) and a circularly-polarized (green) LCB photon
beam at HIyS. The spectra obtained with an incoming linearly-polarized beam (purple) use the left
axis, while the spectra obtained with an incoming circularly-polarized beam (green) use the right axis.
The visible energy shift of the 11.26-MeV NRF-doublet from 2°Ne between the NRF spectra obtained
with linear and circular polarization in the vertical detectors demonstrates that the 1~ level must be
located at a lower excitation energy than the 1% level. This shift is enlarged in the inlay. Reprinted
figure with permission from Ref. [54]. Copyright 2015 by Elsevier.
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¥ = 90° the contribution of the 1~ (1) level to this doublet is enhanced in directions perpendicular to
(within) the polarization plane of an incident linearly-polarized photon beam as compared to the usage
of unpolarized or circularly-polarized photon beams. From the measured energy shifts and count rates
for various combinations of azimuthal observational directions and incident photon-beam polarizations
shown in Fig. 53, Beller et al. were able to demonstrate that in this way it is possible to determine the
level ordering, their excitation energies, and their individual excitation strengths. This parity doublet
in ?°Ne features the largest nuclear enhancement factor [53,54] of any parity doublet known in the
literature. Parity violation in either one of these J = 1 states will result in a forward/backward-
asymmetry of NRF intensity from each of these states when excited with a circularly polarized beam.
Such an experiment has been proposed [53] and analyzed with respect to the necessary luminosity [54].
Its successful execution is still pending.

4.10 Photofission transmission resonances

In the actinide nuclei, the superdeformed (SD) second minimum in the potential energy surface (PES)
was discovered experimentally [451] and explained theoretically [452] in the 1960s and is rather well
understood. The existence of a third minimum at hyperdeformed (HD) nuclear shapes has been sug-
gested theoretically [453-455]. However, there are other models that do not predict any third minimum
of the PES [456,457]. In the light actinides, the assumption of a double-humped barrier fails to explain
the experimental results. This discrepancy was suggested to be related to the existence of a third HD
minimum in the PES [458].

Highly excited states in the second or third well could be studied by measuring the fission probability
as a function of excitation energy. The states in the second minimum are expected to be predominantly
of S-vibrational type, i.e., the stretching mode, which leads to fission. States in the third minimum are
expected to be of mixed octupole-quadrupole origin. If excited states in the first well are populated,
e.g., by (d,p) reactions, one will observe an enhanced fission probability (transmission resonances) for
those excitation energies, because states in the first well will couple to coinciding vibrational states in
the second or third well. Hence, measurements of transmission resonances in the fission cross section
enable selective investigation of extremely deformed nuclear states in light actinides and can be utilized
to better understand the landscape of multiple-humped PES in these nuclei [458].

Studies of transmission resonances were mostly carried out using transfer reactions and photofission.
The advantage of the transfer reactions is the very good (< 5 keV) energy resolution, which gives better
than 0.1% resolution in excitation energy, which is provided by the magnetic spectrometers. Observing
transmission resonances as a function of excitation energy caused by resonant tunneling through excited
states in the second and third minimum of the potential barrier, allows us to identify the excitation
energies of the SD and HD states, see e.g. Ref. [459-461] and references therein. Moreover, the observed
states can be ordered into rotational bands, with moments of inertia, proving that the underlying nuclear
shape of these states is indeed of SD or HD configuration. For the identification of rotational bands, the
information on spin can be obtained by measuring the angular distribution of the fission fragments [459].
Furthermore, the PES of the actinides can be parametrized very precisely by analysing the overall
structure of the fission cross-section and by fitting it with the nuclear reaction code (EMPIRE [87] and
TALYS [86]) calculations.

Experimentally, evidence for HD structures was provided by measurements of subbarrier resonances
of the fission probability [460,462]. For 23%23L.232Th the microstructure of the resonances was described
as being HD rotational bands. A high-resolution study of the transmission resonances in a (d,p) reaction
was reported in 220U, and the results were interpreted as consequence of the hyperdeformed states lying
in the third well of the fission barrier [461].

In photofission experiments, the selectivity of these measurements originates from the low and
reasonably well-defined amount of angular momentum transferred during the photoabsorption pro-
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cess. Photofission studies were carried out with bremsstrahlung photons measuring integrated fission
yields [463]. Better resolution was achieved with measurements using bremsstrahlung monochroma-
tor [464] and tagged photons [33]. However, high-resolution measurements of transmission resonances
with much better statistics are needed for the study of extremely deformed nuclear shapes in the light

actinides.

An experiment with LCB photons exploring
the multiple-humped fission barrier via sub-barrier
photofission was performed at HIvS, and indicated
the existence of three minima in 23%U, because
the measured sub-barrier cross section in the 4.7
— 6.0 MeV energy range was described best by a
model assuming a deep HD minimum [465]. The
LCB beam bandwidth of typically about 3 % was
not narrow enough to resolve possible transmission
resonances (see Fig. 54). In a follow-up experi-
ment, the prompt photofission neutron polariza-
tion asymmetries, neutron multiplicities, and the
photofission cross sections were measured in the
near-barrier energy range of 4.3 to 6.0 MeV in
232Th and *®U [274]. Large polarization asymme-
tries are observed in both nuclei, consistent with
the E1 excitation. The ?3®U(v,f) reaction-cross-
section data are consistent with the data of Csige et
al. [465] above E, ~ 5.3 MeV, as shown in Fig. 54.
There is increasing disagreement between the data

sets below this energy, with a factor of ~ 3 discrep-
ancy at 4.8 MeV. The data of Ref. [465] were also
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Figure 54: Photofission-cross-section results of

28U with and without the HIyS photon beam
bremsstrahlung background subtracted, compared
with the data of Csige et al. [465] and the
ENDF/B-VIIL.0 evaluation [466]. Photofission-
cross-section calculations from Ref. [465] for
double- and triple-humped fission barrier fits to
their data are also shown. Reprinted figure from
Ref. [274] with permission. Copyright 2018 by the
American Physical Society.

obtained at the HIyS facility by using nominally
the same photon beams. The low-energy enhancement can be explained by a bremsstrahlung beam
contamination present at the HIyS facility [467].
The calculations from Ref. [465] were performed with the EMPIRE code [87], assuming a double- or
triple-humped barrier. Neither calculation is in good agreement with the reported results in Ref [274].
While the resonance structure in 2**U is questionable, a plateau in the photo-fission reaction cross
section for 232Th in the energy range of 5.4 to 5.7 MeV was confirmed [274]. This asks for further
studies with intense quasi-monochromatic photons with bandwidth of about 1 % which is comparable
to the reported resonance bandwidth [33]. The capabilities of the next-generation LCB facilities, such
as ELI-NP, will allow one to aim at identifying the sub-barrier transmission resonances in the fission
decay channel.

5 Applications

In this section examples of various applications of photonuclear physics are discussed. The increased
brilliance of y-ray sources opens new perspectives for their use in various fields of technology, e.g. finding
new routes for production of medical radioisotopes or nuclear transmutation. The spectral density of
the next generation LCB « beams increases to 10* photons/(s-eV), compared to 10* photons/(s-eV)
which are available at present. This enables a new quality for y-beam based computer tomography
(CT) and 3D radiography. The perspectives in the field were highlighted in Ref. [468]. We will focus
on the ongoing research in the field.
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5.1 Databases for (y,n) reactions

The detailed knowledge of photo-induced reaction cross-section data are of importance for a variety of
current or emerging applications, such as radiation-shielding design and radiation-transport analyses,
calculations of absorbed dose in the human body during radiotherapy, physics and technology of fission
reactors (the influence of photonuclear reactions on the neutron balance), and fusion reactors (plasma
diagnostics and shielding-activation analyses), safeguards and inspection technologies, nuclear-waste
transmutation, medical-isotope production and astrophysical applications.

Starting in the 1960s till the 1980s, a systematic effort has been undertaken to measure partial
(7,vn) reaction cross sections using quasimonochromatic annihilation photons, produced in positron
annihilation in-flight. The experiments were done at LLNL in USA and at CEN Saclay, France. The
results of these measurements were published as data compilations [305,411]. However, there are
differences in the two data bases. Facing this problem, the Nuclear Data Section at the International
Atomic Energy Agency organized in 1996 a coordinated research project (IAEA CRP) to evaluate the
partial and total (y,n) reaction cross sections. As a result, the 1999 Photonuclear Data Library was
produced [89]. Within this activity, the cross sections for 164 isotopes were evaluated, which fall in
the following categories: (i) structural, shielding and bremsstrahlung target materials, (ii) biological
materials, (iii) fissionable materials, and (iv) others.

Soon after the appearance of the 1999 database, a method for evaluating the consistency of the
reported cross sections was suggested [469]. As a result of this study, it was recommended that the
total photoneutron oy, (7y,n) and partial o(-,1n) and o(y,2n) cross-sections resulting from measurements
at LLNL must be multiplied by a factor. The total photoneutron cross sections, which were measured
at Saclay, were suggested to be used as they are, while values of the partial Saclay cross sections had
to be recalculated, using a complex procedure [469].

In parallel, in 2006, the photonuclear activation file (PAF) has been developed [470]. It includes the
photoactivation cross sections for more than 600 isotopes in the energy range of photons up to 25 MeV.
In the case of the actinide isotopes, PAF contains also isotopic photofission fragment distributions and
delayed-neutron tables. This database was built by using the experimental data from the 1999 TAEA
evaluations for 164 isotopes and calculations with different reaction codes (for more than 500 isotopes).

In 2016, a follow-up TAEA CRP was organized and as a result the 2019 TAEA Photonuclear Data
Library was released [90]. It contains data for 219 isotopes. Several reaction cross sections were
remeasured with LCB beams at the NewSUBARU facility and the data for 188 isotopes were reevaluated.
Out of these, 20 evaluations were retained from the previous 1999 IAEA Photonuclear Data Library [89)].

5.2 Nuclear safeguards

Contact-free analysis of the chemical composition of a material occupying a region of space, e.g., hidden
in a container, greatly enhances the identification of threats such as explosives, fissile or toxic materials
and weapons of mass destruction. Screening systems need to be designed to involve minimal operator
intervention, to minimize dose to the sample, and to provide high throughput at commercial seaports,
airports and other entry points.

Nuclear resonance fluorescence can be used to non-intrusively interrogate a region of space and mea-
sure the isotopic content of the material in that space for any element heavier than helium. The promise
of NRF as a non-destructive analysis (NDA) technique in safeguards applications lies in its potential to
directly quantify a specific isotope in an assay target. The technique involves exposing the material to
an intense photon beam and detecting the scattered photons that have a discrete energy distribution
unique to an isotope. The interrogating photons, which range from 2 to 8 MeV, are the most penetrating
probes and are effective in cases where the isotopes of interest are shielded by steel or other materials.
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NDA utilizing bremsstrahlung radiation was
first suggested by Bertozzi and Ledoux [472]. NRF
analysis with quasimonochromatic photon beam
generated through LCB on relativistic electron
beams has been proposed as an alternative [473].
Actually, the utilization of LCB beams is advan-
tageous, provided correct estimation of the back-
ground is done. The point is that safeguard appli-
cations need to go beyond mere detection and pre-
cisely quantify the elemental or isotopic content.

The topics related to nuclear safeguards that
were identified, are mostly related to special nu-
clear materials (SNM) like uranium enrichment
confirmation of UFy canisters, geo-sourcing of ma-
terial, weapons dismantlement verification, direct
measurement of Pu in spent fuel, analysis of gas
samples, characterization of suspect material, and
verification of SNM in a cargo container [474].

Two detection schemes are used for NRF-based

Detector

Resonant photons

investigations, the scattering and the transmission
method. In both cases interrogating photons are
used to induce the resonant absorption while the
de-excitation photons are detected either directly

Figure 55: Schematic view of a scattering NRF ex-
perimental set-up. Reprinted figure from Ref. [471]
with permission. Copyright (2016) by the Publish-
ing House of the Romanian Academy.

in a backscattering geometry or indirectly in a for-
ward, self-absorption (transmission) geometry. In
scattering experiments, the investigated object is placed in the beam and the resonant photons are
detected in a backscattered geometry by a detector located off-beam, see Fig. 55.

The NRF transmission method, known also as NRF notch detection method, has been proposed for
NDA measurements of the isotopes of interest [472]. The absorption of 7 rays by nuclear resonance is oc-
curring only in the nuclide of interest, because nuclear resonance widths are considerably narrower than
the energy width of an incident LCB photon beam, see Sec. 2.2. Schematically a transmission NRF ex-
perimental set-up is presented in Fig. 56. When an isotope of interest is already present in the measured
sample, the spectral flux of the transmitted photons at the resonant energy decreases due to the absorp-
tion in the target, leading to a narrow and sharp dip, called a notch, in the transmitted y-ray energy spec-
trum, see
Sec. 2.2.3. Further downstream the witness target
is placed. When the transmitted v rays irradiate
the witness target that includes the same isotope
of interest, v rays are emitted via the NRF process,
but their intensity is smaller, because the first tar-
get has already reduced the flux at the relevant en-
ergies. The detection of resonant photons scattered
by the witness foil is done with an off-beam detec-
tor in a back-scattering geometry, often referred to
as the notch detector in Fig. 56.

In a proof-of-principle experiment utilizing
LCB photons, one-dimensional mapping of a lead
block hidden behind 1.5-cm-thick iron plates was

Object Notch Detector

sample
Gamma source

Transmission
detector

Figure 56: Schematic view of a transmission
NRF experimental set-up. Reprinted figure from
Ref. [471] with permission. Copyright (2016) by
the Publishing House of the Romanian Academy.
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done [475]. The results from this measurement are
shown in Fig. 57.

Hagmann et al. demonstrated that transmission-
based, isotopic detection works and can distinguish
different materials from each other, even if they

have the same areal density [476]. In a further 20 L ! ! ! !

experiment, it was demonstrated that the NRF DY i i |

transmission method is unaffected by the shield- 10 J'#i—l—f ----------- --------- —

ing material [477]. Warren et al. validated ex- £ : P

perimentally a method assaying the uranium en- E, 0 b W ' |

richment inside a UFg container [478]. Another > S
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of a nuclear warhead to arbitrary precision [479]. 3 -
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onant states in SNM. Therefore, a lot of effort has

been undertaken to perform NRF studies in the 30 , , | |

actinides 230,231,361, 366,367,480, 481]. i 0 10 20 30 40 50
The ultimate goal of these studies is the con- Counts

struction of an active-interrogation systems for nu-

clear security. Such a system needs to detect the

presence of special nuclear material inside an ob- Figure 57: Isotope mapping with vertical scanning
ject by detecting the emitted radiation when the of target using photon beams. The number of pho-
object has been exposed to known sources of ex- tons accumulated within the NRF peak is plotted
ternal radiation. Because of the cost, complexity, as a function of irradiation position. The number
and the need to avoid irradiating occupants, active- of photons is normalized by the flux of the incident
interrogation systems are intended as secondary photon beam. The gray box indicates the position
screening for cargo applications where shielding can  of the lead block. Reprinted figure from Ref. [475]
prevent standard detection by, e.g., X-ray scanning with permission. Copyright (2009) by IOP Pub-
systems. The requirements and the expected per- lishing.

formance of an active system have been summa-

rized in Ref. [482,483].

A natural way for continuation of these studies is the development of methods for vy-ray computer
tomography (CT) and three-dimensional (3D) radiography, which will be used in the active-interrogation
systems for nuclear safeguards. The advance in this field is described in the follow-up Sec. 5.4.

Another aspect of this research is the investigation of spent fuel and of nuclear waste management.
Hayakawa et al. suggested a conceptual design of a system for nondestructive assay of 23°U, 9Py, and
minor actinides in spent nuclear fuel assembly in a water pool with the NRF technique [484], while
Hajima et al. discussed a nondestructive analysis of radionuclides in nuclear waste [485].

Recently, a new technique has been proposed to identify odd-A or even-even mass samples of fission-
able SNM [160]. The prompt neutron polarization asymmetries, defined in Eq. (86) as the difference in
the prompt neutron yields parallel and perpendicular to the plane of beam polarization divided by their
sum, differ significantly depending on the sample. Prompt neutrons from photo-fission of even—even
targets (which have a low thermal fission cross section) have significant polarization asymmetries, ~
0.2 to 0.5, while those from odd-A targets (which have a large thermal fission cross section) have po-
larization asymmetries close to zero. This difference in the polarization asymmetries is suggested to be
utilized for measurements of the even-even vs. odd-A content of SNM.
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5.3 Interrogation of hazardous materials

The detection of hazardous materials can be enhanced by the identification of multiple elemental con-
centrations and total mass in each volume element. Many hazardous materials, such as high explosives
(HE), drugs, poisons, are characterized by high concentrations and defined composition of oxygen, ni-
trogen and carbon. Poisonous gases and toxic agents contain specific quantities of other characteristic
elements such as arsenic, fluorine, chlorine, sulfur and phosphorus. Hence, any dangerous material
is labeled by its elemental content. It is the correlation of key elements, along with the measure-
ment of the mass of each element that needs to be determined in a NRF NDA measurement. For the
interrogation of hazardous materials the technique, which was described in Sec. 5.2 can be applied.

The feasibility of identifying HE using NRF
techniques was demonstrated in Ref. [487,488]. In
a further experiment, Hayakawa et al. demon-

strated a nondestructive assay method for measur- T reortonvase 1} [ trrstcatvate {
ing molecules or chemical compounds hidden by §0‘23_{{ b o e § 04 ¢ sm. (N0,
heavy shields such as iron of thickness of several & | 8
centimeters [489]. gt %O_Z_
By combining NRF spectroscopy and the iso- ° [ 1 20 .
tope ratio approach, Lan et al. demonstrated with 0: NA LI I B &
Coca. Meth. Keta. Morp. Hero. Caff. Coca. Hero. Keta. Morp. Meth. Caff.

Monte Carlo simulations that widely abused drugs,
such as methamphetamine, cocaine, heroin, ke-
tamine and morphine, can be identified with high
significance of 7 to 24 ¢ (0 = standard deviation)
considering a LCB beam with a flux of 10'! pho-
tons/s [486]. The ratio of the NRF peaks from *2C,
1N and 20 provide a sensitive identification tool.
The results of this study are presented in Fig. 58.

It is worth mentioning that the NRF NDA tech-
nique can be used for a wide variety of other appli-
cations where isotope identification is needed. For
example, it was suggested to apply the technique
for cultural heritage studies [490]. The penetra-
bility of ~ rays will enable studies of bulk objects,
complex archeological artefacts and works of art
non-intrusively.

These NDA methods will be further developed with the availability of the high-brilliance vy beams.
In a transmission experiment at HIyS, the v beam was fired at a 1.3 cm thick slab of depleted uranium
(DU), shielded by a 1.3 cm slab of tungsten [476]. The conclusion was reached that a six-hour mea-
surement would be required for a 6-0 level detection of a sensitive material in the object when using
the 100 photons/(eV-s) which were available. At ELI-NP, using a conservative value for the spectral
density of 2.8 - 10 photons/(eVs), the same statistics could be reached in less than two minutes.

Figure 58: Element ratios of oxygen to carbon (a)
and nitrogen to carbon (b). Coca., Meth., Keta.,
Hero. and Caff. are abbreviations for the drugs
cocaine, methamphetamine, ketamine, heroin and
caffeine, respectively. The values of the 6917 and
7116 keV 60 lines and the 7029 keV !N line are
indicated in the figure. Ratios are taken with the
4438 keV '2C line. Reprinted figure from Ref. [486]
with permission. Copyright (2021) by Springer Na-
ture.

5.4 ~-ray imaging techniques

After the demonstration of one-dimensional mapping [475] (see Fig. 57), the obvious step was to demon-
strate two-dimensional (2D) imaging [491]. This opened the avenue for the development of y-ray imaging
techniques. The idea is to combine the NRF spectroscopy with computer tomography (CT). CT is an
imaging technique used to reconstruct the cross-sectional image of a sample from several projections
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acquired at different projection angles. The single-photon computed tomography (SPECT) technique
is widely used in medicine [492] and for non-destructive industrial inspections [493].

Experimentally, Zen et al. obtained an image of *®Pb in natural lead [494]. The experiment was
carried out at the UVSOR-III electron storage ring. The CT target consisted of an 8&-mm diameter
natural lead rod, a 10-mm iron rod, and a 10-mm cylindrical air hole embedded in a 30-mm aluminum
cylinder wrapped by an iron cylinder with a thickness of 2.5 mm, and was placed on a rotating table in
the plane of the beam axis. The LCB photon beam had a flux of approximately 2 photons/(eV-s). In
total, y-ray spectra were measured for 43 different positions of the cylinder with respect to the beam.
The exposition time was 60 hours. The NRF image was obtained using the NRF notch technique. In a
follow up experiment [495], the 2D image of two enriched lead isotope rods (***Pb and 2°Pb) embedded
in an aluminium cylinder was obtained. Since these two rods show the same ~-rays attenuation in
atomic processes, it is impossible to differentiate between them using a standard vCT technique based
on atomic attenuation of v rays. The unique feature of NRF-CT, which was used in the analysis, is
that the isotope of interest can be selectively identified from a sample containing several isotopes. This
measurement traces the route to 3D radiography.

For achieving high-resolution CT imaging, it is necessary to correctly take into account the back-
ground, which is caused by elastic photon scattering. Four processes need to be taken into consideration,
e.g., Rayleigh scattering, nuclear Thompson scattering, Delbriick scattering, and scattering from excited
nuclear states [496]. However, particle transport codes, such as GEANT4 [151], consider only Rayleigh
scattering. Therefore, some effort was undertaken to implement the remaining processes [497,498].

Turturica et al. explored two analysis methods for Z.s¢ evaluation using both, experimental and
simulated ~y-ray attenuation data [499]. In this study, particle-capture reactions on composite targets
were used for the generation of multi-monoenergetic v rays between 1 and 12 MeV. Neural networks
were used in the analysis.

The availability high-brilliance LCB v beams at ELI-NP will provide the next step in establishing
the CT and 3D radiography technique as tool for different industrial applications. A case computer
simulation study for CT imaging with quasi-monoenergetic photon beams for ELI-NP was done, which
demonstrates the feasibility of such studies [500].

5.5 New production routes for medical radioisotopes

An important challenge of modern nuclear medicine is to find new techniques capable to provide effec-
tive cancer diagnostics and treatment at the very early stages of the disease. The aim is to develop
theranostic approaches which combine diagnostic and therapy. To achieve this goal, new highly-selective
radio-pharmaceuticals are under development. These are radionuclides which possess identical chemical
properties, such that they can be linked to the same molecule and be used simultaneously for diagnostic
and therapy. Isotopes of interest are the following pairs #4Sc/4"Sc, 64Cu/67Cu, 152155 /HM9161Th  or
pairs with similar chemical properties, e.g. %"Tc/!%Re. Another approach is to use a single radionu-
clide for both imaging and therapy, such as '™Sn or ?2*Ra. Modern medical imaging and therapy
explore different radioisotope decays, i.e. a, 87, f7, and IT decays emitting Auger electrons. Some
of the medical radioisotopes are still not available commercially and research related to establishing
efficient production schemes is going on.

Currently thermal neutron-induced fission and charged-particle reactions with protons are the main
production routes for medical radioisotopes. Production of medical radioisotopes with bremsstrahlung
beams is also been considered. This is one of the activities at the NSC KIPT in Kharkov, Ukraine.
This experimental program includes simulations [501-503], production of medical isotopess [504-507]
and the corresponding radiochemistry [504,508].

At Canada’s particle accelerator center TRIUMF a new high-intensity (up to 10 mA) supercon-
ducting electron accelerator (e-linac) with a maximum energy of 30 MeV was commissioned within the
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Advanced Rare Isotope Laboratory (ARIEL) project [509] (see also Sec. 5.6). The research program
addresses isotope production via photo-production and photo-fission, including production of medical
isotopes for the imaging and treatment of diseases. A dedicated institute, the Institute for Advanced
Medical Isotopes (IAMI), has been established, which will address research on radiotracers, radiophar-
maceuticals, and radiotherapeutics. These laboratories are designed to accept targets and isotopes from
any of TRIUMF isotope production sites. Research will address a broad range of novel radioisotopes
that could find use in medical imaging or radiotherapeutics of the future. Radionuclides of interest are
225224R, 225\ ¢, 213212Bj 212Ph, 211Ry, 21 A¢, 119Sh, 9Nb, “Ti [500].

Habs and Koster published a survey of the medical radioisotopes that can be produced with high
specific activity in photonuclear reactions with v beams of high intensity and large brilliance [510]. In
a pilot experiment at NewSUBARU, the feasibility for production of Mo/%™Tc and "®Au medical
radioisotopes with LCB v beams was demonstrated. They were produced by the resonant photonuclear
isotope transmutation (RPIT) technique on '*Mo and '*7Au targets [511]. Other studies, which exploit
numerical simulations, conclude that v beams with a spectral density of about 10? photons/(eV-s) are
needed to explore new production schemes for medical radioisotopes [512].

Research in the field of production of medical radioisotopes at ELI-NP would focus on detailed cross-
section calculations and evaluation of specific activity yields for medical radioisotopes produced in differ-
ent photonuclear reactions, e.g., the 11™Sn(11/27), 2™ Te(11/27), 13°™Ba(11/27) and '°"Pt(13/27)
isomers produced in (7,7') reactions, #Sc, 47Ca, ®1Cu, %Mo, 193Pd, 65199Er, ¥6Re and 22Ra produced
in (v,n) reactions, and 4"Sc and "Cu produced in (v,p) reactions. Experimental studies are planned for
the investigation of new production routes of medical radioisotopes, e.q., search for doorway states for
population of isomers in the medical radioisotopes of interest, measurements of (y,n) and (v,p) reaction
cross sections of the medical radioisotopes of interest, and measurements of specific activities of medical
radioisotopes produced in photonuclear reactions.

5.6 Production of rare isotopes in photo-fission

The idea of producing a beam of neutron-rich isotopes that are formed in the fission of uranium and
thorium nuclei have existed for many years. One option to realize it is to utilize photo-fission of ?**U. In
the interaction between electrons having an energy E, and converter material bremsstrahlung radiation
is produced with end-point energy ET'** = E,, see Sec. 3.1. Fission of heavy nuclei induced by ~ rays
with different energies is determined by the region of the GDR. The yield of y-quanta in the GDR
region, I, = 10-17 MeV depends on the energy of electrons and defines the fission fragment yield. It
sharply grows with the increase of the electron energy up to E, = 30 MeV and then continues to grow
smoothly up to E, = 50 MeV and higher [513].

Ibrahim at al. studied the production of neutron-rich isotopes of nobel gases, Kr and Xe, in photo-
fission [514]. The conclusion of this study was that photo-fission of 233U was suggested as an interesting
alternative to rapid neutron-induced fission for the production of radioactive nuclear beams. This
marked the beginning of the ALTO (Accélérateur Linéaire aupres du Tandem d’Orsay) project for
production of radioactive ion beams (RIB) at Orsay, France.

There are two laboratories, which utilize high-energy intense photon sources for production of RIBs,
the ALTO laboratory in Orsay, France [515], which is operational, and the ARIEL facility in Vancouver,
Canada [516], where the electron linac is under commissioning.

At Orsay, the main components of the electron accelerator were recovered from the decommissioned
LEP injector (CERN) and LAL test station. Irradiating a uranium carbide target (***UC,) heated up
to 2,000°C with bremsstrahlung produced by a 10 pA electron beam at 50 MeV allows to deliver a large
variety of neutron-rich isotope beams. The isotopes of interest are extracted using the ISOL technique.
The new ARIEL facility [516], expected to be completed in 2023, will transform TRIUMF into one of
the most powerful multiuser beam facilities in the world for production of rare isotopes. At the heart
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of ARIEL is an e-linac. The first stage of the e-linac is designed to achieve maximal energy of 30 MeV
and up to 10 mA beam intensity, and the final stage performance aims at maximal energy of 50 MeV
and 500 kW power on target.

6 Outlook and Summary

We tried to show in this review that nuclear reactions with photons were, are, and will be a precious
tool to inspect, or even manipulate, atomic nuclei. Since photons, unlike any other particles, can excite
an absorbing nucleus to a pre-selected quantum state, they potentially offer the opportunity for a sort
of ’quantum manipulation” at the nuclear level in a similar way as we know it for decades from the
field of atomic physics. This emerging field of 'Nuclear Photonics’ is clearly still at its infancy and it
is facing enormous technological challenges, partly because of the lack of efficient lenses and mirrors
for ~-radiation as compared to laser science and atomic physics. Yet, photonuclear science is presently
undergoing a dramatic transformation, triggered by the advent of new facilities with unprecedented
beam parameters and by new scientific or technological visions providing unparalleled prospects for
scientific research and applications. If this pace of development will continue, then we will witness a
strong growth of the field of Nuclear Photonics. The following subsections provide a short sketch of the
technology of next-generation photon sources, being under discussion already now, and a list of crucial
parameters and their potential for advancing photonuclear science and technology.

6.1 Next generation photon sources

The last decades saw a steady development of v-photon beams with optimized beam properties for
research and application. Fig. 59 categorizes the past and possible future developments of photon
sources into five generations. The first generation of photon sources made use of artificially induced ~-
radioactivity of various excited nuclei. Such sources barely provided any energy-tunability. The second
generation of MeV-range photon sources either provide broad-band bremsstrahlung or low-intensity
beams with some energy resolution or energy-tagging. These sources have enormously boosted the field
of photonuclear science in the past as described above. At present, the most sophisticated sources use
the principle of laser Compton backscattering on electrons in synchrotrons or storage rings. The HIyS
facility has been the most productive example in the past [12].

Some new LCB facilities with further improved parameters as compared to existing ones are already
announced to become operational within the next few years. As an example we will shortly describe the
Variable Energy Gamma-Ray System (VEGA) currently being assembled at the international research
centre Extreme Light Infrastructure - Nuclear Physics (ELI-NP) in Magurele, Romania. VEGA, a
development by Lyncean Technologies, uses a warm electron LINAC with a maximum energy of 750

Past and future generation of photon sources

[ 1t generation: radioactive atoms, (x,y) reactions

[ 2" generation: bremsstrahlung, e+ annihilation

[4”‘ generation: LCB with superconducting ERL, multi-bunch/multi-pulse LCB

]
)
( 3¢ generation: Laser Compton Backscattering )
]
)

[ 5th generation: Gamma factory (partially stripped ions)

Figure 59: Past and possible future generation of photon sources.
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MeV as an injector for a high-frequency storage ring, see Fig. 60. The storage ring will operate in the
so called top-off mode which means that electrons are continuously injected into the ring to keep the
current in the storage ring at a near-constant level. The collision frequency between electrons and laser
photons will be around 35 MHz. This continuous wave (cw) beam will minimize deadtime losses in most
typically used detectors with ns-ranged time resolutions. Two kinds of lasers will be used, one in the
infrared (IR) and the other in the green wavelength regime. The energy range of the generated photon
beams can then be varied continuously between 1 and 20 MeV by selecting one of these two interaction
lasers and by accordingly tuning the electrons’ energy in the storage ring. A small electron beam
emittance gives rise to a small bandwidth of about or even below 0.5% for the Compton backscattered
laser photons. The total photon flux will be larger than 10'! photons/s, the collimated, time averaged
spectral intensity at peak position will be larger than 5x10% photons per second and eV. VEGA is
scheduled to become fully operational in 2023.

VEGA is expected to represent the state-of-the-art of photon beam production for at least the
2020s. Another approach to reach even higher intensities is based on the multi-bunch multi-pulse
concept proposed by Chris Barty and coworkers [517]. In this concept the laser beam collides with
electron microbunches with small temporal spacing.

The achievable bandwith of an LCB beam from collisions with electrons in a storage ring is ultimately
limited by the finite emittance inevitably caused by stochastic synchrotron radiation. This limits the
focal diameter of the electron beam and, hence, the luminosity of the Compton collision with an external
laser, and it limits the resulting bandwidth of the LCB beam. The next step would require a limitation of
the number of beam bends while keeping the high repetition rate of laser-on-electron-bunch collisions and
the large effective electron current. The first condition calls for the deployment of a linear accelerator.
High-repetition rate requires cw acceleration and, thus, a superconducting radio-frequency (SRF) linac.
Its operation at high current in the 1-GeV range for laser-Compton collisions is only economically
useful if the external RF-power consumption of the SRF-linac is limited by energy recovery capabilities
[518-520]. Indeed, a corresponding conceptional design report for a superconducting multi-turn energy-
recovery linac (ERL) has been published, recently, by the international ERL community [521]. Such
an SRF-ERL would produce a cw electron beam with extremely low emittance and very high current
being capable of generating LCB photon beams with further reduced bandwith (going down to the per
mille range) and yet higher intensity. Research on the design of multi-turn SRF-ERLs is consequently

Figure 60: The VEGA laser Compton backscattering facility planned at ELI-NP. Figure courtesy of
Lyncean Technologies, Fremont,USA.
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ongoing also at the centers for photonuclear research [376].

The rather small cross section for Compton scattering in the range of barns defines one restriction
for the maximum photon flux which can be obtained from laser Compton backscattering facilities. A
principle which overcomes this limitation was brought up a few years ago and is presently discussed as
the ”Gamma Factory at CERN” [522,523]. The idea is to use a partially stripped ion beam from the SPS
or LHC. A resonant absorption of laser photons from this ultra-relativistic ion beam is followed by an
atomic transition. The emitted photon energy is boosted by a factor up to four times the squared Lorentz
factor of the particle beam. At LHC this would mean a tunable photon beam energy range from about 1-
400 MeV. Due to the massively larger cross section for the laser photon absorption (which is in the Gbarn
range) as compared to the laser-Compton scattering on the point-like electron, unprecedented v beam
intensities could be reached. The idea was recently endorsed by the CERN management by creating
the Gamma Factory study group, embedded within the Physics Beyond Colliders studies framework.
Up to now, the study group has demonstrated that an efficient production, acceleration, and storage of
bunches of atomic beams of high Z, partially stripped ions is possible in the CERN accelerator complex.
A number of possible applications have already been discussed, see, e.g., Refs. [524,525].

6.2 The future of photonuclear reactions

The scientific and technological reach of photonuclear reactions will crucially depend on the advances
of photon beam parameters. Below we have listed four aspects that need to be addressed by future
facilities to further develop the field into the next decade:

e Photon flux

Due to the typically rather low photonuclear cross sections the photon flux is a crucial parameter
for all experiments. The advent of new high-power photon beams in the next years will allow to
reduce the typical sample weight by orders of magnitude. This enables for the first time precision
studies on very rare stable isotopes or on certain radioactive targets with half lives down to
the range of 10* years. Other measurements will become possible due to significantly increased
statistics of recorded events compared to what is possible today. For the same reason, the scanning
of objects for applications can be accelerated enormously. However, the inspection of radioactive
ion beams is still beyond reach due to the limited luminosity. If one could increase the photon
flux even further (as proposed, e.g., by the Gamma factory described in Sec. 6.1) one can think
about overcoming this limitation, too.

e Photon beam diameter

Typical photon beam diameters of todays facilities at target position are in the range of cm. A
reduction of this diameter to the mm size (as planned, e.g., for the upcoming VEGA beam at ELI-
NP) or even smaller can have several advantages. First, the concentration of the same number of
photons in a smaller beam spot means that the target sample weight can be reduced while keeping
the target thickness n constant with the effects discussed above. Secondly, the photonuclear
reaction in a certain probe gets a much improved spatial resolution which is interesting for a
number of isotope-sensitive applications.

e Bandwidth
A dramatic step forward for basic research and applications has become possible by the advent of
LCB facilities. Bandwidths in the range of a few percents allowed completely new approaches. The
implementation of the next generation of photon beams in the upcoming years with bandwidth in
the sub-percent range will not only provide a higher energy resolution for measurements of average
quantities as discussed in Sec. 2.3.4 and 2.3.6, but will also open the window to a state-sensitive
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excitation in many more nuclei. This selective manipulation of nuclear levels by photon beams
has great potential for scientific discoveries and technological applications.

The next step could be a further reduction of the bandwidth from the keV range to the range of
the typical Doppler width of NRF lines including thermal motion, i.e. to the eV range. A double-
crystal monochromator like the GAMS5 at the ILL in Grenoble [526,527] can reach a resolution
of AE/E in the 107% range. Certainly, the pay-off is a significant reduction in photon flux due to
the very low angular acceptance of the crystal monochromators. A completely different way to
tailor photon spectra in the eV range is the self absorption technique [328]. This technique could
benefit from the MoBbauer-like idea of rapidly moving absorbers or/and targets to scan energies
in a certain energy range.

e Compact photon sources
Typical present-day photon beam infrastructures in the MeV range need floor spaces from 100
m? for bremsstrahlung setups to several 100 m? for LCB facilities. This limits the prospects for
applications in many fields, examples have been given in Sec. 5. Therefore, the development of
new compact photon sources would boost further usage. Laser wakefield acceleration of electrons
with low energy spread and low emittance may in principle provide a way to reduce the size of the
electron accelerators to produce bremsstrahlung or acting as scattering partners in LCB [528]. As
one example of the numerous research centers working in this field, we mention the BELLA center
at Berkeley Lab which works on such sources for applications, e.g., in national security [529].
Recently electron beams with quasi-monoenergetic energies up to 7.8 GeV could be generated
using this principle [530].

Photonuclear reactions have revealed a lot of secrets of the atomic nucleus in the past and at present.

We are sure that photon beams have an enormous potential for further advances and that photonuclear
reactions will have a bright future for basic research as well as for applications!
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Appendices

A Angular distribution functions of NRF intensity

™0 :}7761

The angular distribution, Eq. (37), of NRF intensity for a general yvy-cascade J;° = J”© % J}rf about
an incident v-ray beam with a degree of polarization P, assumes the functional form

W, ) =1+

o 5%)1<1 sy { [png(cos V) + paPy(cos 19)]

. (119)
(£)P, cos(2¢)§ [p’QPQ(Q) (cos ¥) + p4 P (cos 19)} }

as function of the polar angle ¥ with respect to the incident beam axis and of the azimuthal angle ¢
with respect to the polarization plane of the elec}ric field vector of the incident beam when only dipole
2

or quadrupole multipolarities are assumed. P2[(4;} denote normalized [and associated unnormalized|
Legendre polynomials

1

Py(cosv) = 5(3 cos® ¥ — 1) PQ(Q)(COS ¥) = 3(1 — cos V) (120)
1 1

Py(cosv) = §(35 cos* ¥ — 30 cos® ¥ + 3) P4(2)(cos v) = —75(1 — 8cos? ¥ + Tcos* 1) (121)

The NRF intensity distribution is insensitive to the polarity of the second transition. Therefore, it does
not depend on the parity quantum number 7; of the final state. In the following table we provide the
coefficients pg() 1) of Eq. (119) for a variety of spin/parity sequences. Since a simultaneous change of the
parity quantum numbers 7y — —7my and m — —7 does not change the polarity of the initial transition,
it features the identical angular distribution as the original one. If instead the polarity of the initial
transition is changed, i.e., myp — —mp, then the angular distribution is azimuthally rotated by 90° being
identical to a replacement of the symbol (1) by (F). Therefore, Table covers all possible combinations
of parity quantum numbers to all levels in the indicated NRF cacsades.

Table 4: Angular distribution functions of NRF intensity about a linearly-polarized 7-ray beam with
a degree of polarization P, as functions of the polar angle ¥ with respect to the beam axis and of the
azimuthal angle ¢ with respect to the polarization plane of the electric field vector of the incident beam

for NRF cascades J° L L J.

iy Coefficients
Jre T g 3,
D2 Ph D4 Pl
0F = 1F =0 : : 0 0
0F —1f =1 —1— 36, — 103 —1— 36, — 103 0 0
0F — 1% — 2 50 T 3502 + 103 %0 T 3502 + 103 0 0

Continued on next page
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B Recent studies of Nuclear Resonance Fluorescence

A compacted overview on literature reporting on NRF measurements is provided in Table 5. It indicates
the nuclides that have been studied by NRF, the experimental facility where this was done, the y-ray
energy range covered in the experiment, the major quantities deduced from the data, and the literature
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references. NRF data on isotopes of the same chemical element are concatenated in one line. Then
the indicated energy range and deduced quantities may apply to a subset of the isotopes, only. The
provided literature must then be consulted for details.

In situations where several articles have been published by the same group of authors on different
aspects of certain NRF measurement campaigns we have restricted ourselves to the most recent reference
citations, for brevity, as the preceding articles can then easily be found in the references of those
publications. Due to the restriction of the present review discussed in the Introduction we consider
literature published since the year 2000. A multitude of conference proceedings, presentations made
available on the internet, or internal laboratory reports with unclear review procedures have not been

considered.

Table 5: Overview on recent NRF studies and their bibliographic references. The studied nuclides
are given in the first column. The second column indicates the facility where the NRF experiments
were performed using the notation: a: Dynamitron, Univ. Stuttgart, unpolarized bremsstrahlung, b:
Van De Graaff, MIT, unpolarized bremsstrahlung, c: DHIPS, S-DALINAC, TU Darmstadt, unpolarized
bremsstrahlung, d: YELBE, HZDR Dresden, (un)polarized bremsstrahlung, e: HIyS, Duke Univ., LCB,
f: TERAS, Tsukuba, LCB. Studied energy-ranges and deduced quantities are provided in columns three
and four. If more than one isotope is given in the first column than the following columns indicates the
combined information which may not apply to every isotope. The literature from column five should
be consulted for details.

Isotope Facility | Energy range (MeV) Deduced quantity Ref.
SLi ¢ <71 Iy [45]
Hp e 2.1-8.9 E, I o [51,387]
15N d < 12.6 I [531]
20Ne e 11.3 E., Iso, Fi [54]
B\Mg d, e <13 E, T T (424,532, 533]
2TA] e 2.2,29-3.1 E,, J, I;p, R [477,534]
28,3054 e 9.3-114 E, JT [54,535]
328 e <99 E, J, T/ [51,70,335,536]
40AY e 4.3-11 E,. I, 0yy [537,538]
40,4448, c, e <9.9 E,, J° 1o [337,539-541]
505254y ) <99 E,, J°, 1o (68,352, 542-544]
54,56 e d, e, f < 13.9 E,, J° Iso [384,545]
8,60Nj c, e <99 E,, J° 1o, 0yy [405,546]
6671 d, e <134 E,, J, I [398]
T6Ge c,d, e <11 E,, J, I [394,547]
76,78.80G¢ c,d, e < 11.5 E,, J°, 1o, 0y (391,406, 548, 549
86Ky d, e <11.2 E,, J° 1o [550]
8TRb a, d, e < 13.2 E,, I, 0y [326,551]
88Qr c,d, e < 16 E,, J° I, T'¢/Ty 49,218, 552]
89y d, e < 13.2,23- 36 E,, I, I1L [312,553]
90,9277y a, d, e < 13.2 E,, J° 1o (373,385, 554, 555
93Nb a < 2.5 E,, I [556]
92,94,96.98,100\ o | a, ¢, d, e < 13.9 E,, J° Iso, 0yy (353,369, 387,388,404, 554]
%Ru a < 3.8 E,, J, Lo, I't/T [355]
103Rh a < 4.1 E,, J, Lo, I'/T [362]
106=116 0y d < 10 E,, J°, Lo, I'¢/To, 04y (356,357,395, 557]
12,120Gy a, c, d <95 E,, J, Lo (397,558, 559
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Isotope Facility | Energy range (MeV) Deduced quantity Ref.
2T123G], a <4 E,, gTyd [341]
128,130, c, e <10 E,, J7, Lo, 0y [57,72]
124-136 a, d <12 E,, J, L, 0y (358,393, 560]
134-138 3 a, ¢, d, e <114 E,, J%, Lo, 0y [61,324,342,390, 561]
1897 a, d <9 E,, I,0, It/ 1343, 389]
140,142 a, c,e < 8.3 E,, J*, Iso, 0yy [59,70,324,337,562]
1lpy a <41 E,, I, Tt/ [343]
112Nq e 42-97 oy [563]
ML18128 | g ¢ e <9.9 B, J%, Lo, 6, Ty/Tq (63,324, 374]
151,153, a <4 E,, J, Lo, Tt/Tg [363]
154,156 Gq c, e <6.2 E,, J7, Lo, 6, Tf /T [56, 66, 564]
163,164y a, c, e < 7.7 E,, J", Lo, 6, T /To, 0y (60,363, 565]
165 a <4 E,, J, Iy, I't/T [363]
172,174y, e 29-3.6 By J7, Rexp 67]
1761 14 a <3 Ey, J, Iso, Rexp [368]
176,178, 180 F f a <41 E, J, Lo, Tt/To 359
180m. 181y a,d, e < 9.6 [op 364,365, 432]
194,196 c, d <45 E,, J, 1.0, Ts/Tq, 0y [360,392]
203,205 c, e <75 E',y7 J, Isyo, Ff/ro [566]
204,206207.208DY, | o (e, f <105 E,, J, I, T'¢/To, 0.y (62,396, 567-572]
209B; e 14 - 26 I1L [312]
282Th b 2-4 E,, Lo, Rexp [480]
235,288 b, e <62 Ey, J, Lo, Rexp (230,361,366, 481]
BTN e <28 E,, I 1367]
239,240p b <28 E.,, J, Is0, Rexp (230, 231]

C Recent studies of photonuclear reactions above the particle
evaporation threshold with LCB photon beams

An overview on the literature reporting on photonuclear reaction studies above the particle evaporation
threshold with LCB photon beams is presented in Table 6. It indicates the isotopes which were studied,
the facility where the experiments were done, the photonuclear reaction which was utilized, the y-ray
energy range of the measurement, the deduced experimental quantities, and the bibliographic references.
Conference proceedings or laboratory reports have not been considered. The cut-off end date of the
literature survey is February 2021.
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Table 6: Photonuclear reactions above the particle evaporation threshold measured with LCB photon
beams. The studied isotopes are provided in the first column. The facility, where the experiment was
carried out is given in the second column. For the NewSUBARU facility the abbreviation NS is used.
The studied photonuclear reaction, the energy range and the deduced quantity are given in columns
three to five. The bibliographic references are provided in the last column. FE, and N, denote the
energy and the flux of the photon beam, ¥ — the analyzing power, n-ToF, I, N,, Y,,, W,.(0, ¢), €,(0)
— the neutron time-of-flight, yield, multiplicity, normalized yield, angular distribution and polarization
asymmetry, N, — the normalized number of reactions, PSD are pulse-shape discrimination spectra, and
FPY — fission product yields.

[sotope | Facility Reaction Energy range (MeV) Deduced quantity Ref.
’H HI~S (v,n) 3.58 n-ToF, PSD, I, ¥, E,, N, [128]
HIYS 2.39 - 4.05 n-ToF, PSD, I,, ¥, E,, N, | [129]

AIST 2.33 - 4.58 N, E,, N, [130]

HIS 14.0, 16.0 n-ToF, PSD, I,,, %, E,, N, | [132]

HIvS 2,44, 2.60, 2.72 n-ToF, PSD, I, ¥, E,, N, | [131]

SHe HI~S (v,n) 12.8, 14.7 n-ToF, PSD, Y,,, E,, N, [134]
12.8, 14.7 n-ToF, PSD, Y,, E,, N, | [135]

16.5 n-ToF, PSD, Y,, E,, N, | [136]

(7, p) 7.0 - 16.0 [133]

He AIST (v,n),(v,p) 21.8-29.8 N,, E,, N, [137]
HIYS (7.n) 97.0, 27.5, 28.0 N,, E,, N, [138]

(7,p) 22.0 - 23.0 [139]

°Li HIyS (7v,n9) 8-35 n-ToF, PSD, I, E,, N, [140]
NS (7,vn) 4.9 - 53.6 N, E,, N, [141]

Li HIyS (7v,n9) 10 - 35 n-ToF, PSD, I,,, E,, N, [142]
(7,1), (7,d1) 13.0, 15.0 n-ToF, PSD, I,,, E,, N, | [143]

(7, @) 4.4 - 10.0 a-*H coincidences, E.,, N, | [149]

Be | AIST (.1 178 - 6.11 N., E,. N, 03]
AIST (v,n) 1.5-4.5 N,, E,, N, [573]

HI~S (v,n) 1.5-5.2 N,, E,, N, [94]

NS (v,n) 1.67 - 2.11 N,, E.,, N, [574]

HI~S (v,n) 5.5-15.5 n-ToF, PSD 1, €,(0), E,, N, | [156]

NS (v,n), (v,vn) 1.6 - 32.0 N,, E,, N, [90]

PC | HIS (7,0) 0.1-10.7 N, E,. N, [147]
(7,20) 9.1-10.7 N,, E,, N, 291

TF | HIYS (7,0) 5.0- 6.0 N, E,. N, [148]
Mg HI~S (v,n) 10.80 - 12.05 N,, n-ToF, E,, N, 126
BCa HI~S (v,n) 9.5-15.3 N,, E,, N, 127
%Fe | NS (y.n) 14.0 - 16.7 n-ToF, Wo(0,9), B>, N, | [157]
»Co NS (v,n), (v,vn) 11.0 - 40.0 N,, E,, N, [90]
®Ni | NS (v.n) 8.00 - 22.02 N, E,, N, 195]
©Ni | NS (.n) 8.00 - 22.02 N., E,, N, [95]
INi | NS (.n) 8.00 - 22.02 N,, E,, N, [95]
GINT | NS (7.n) 8.00 - 22.02 N., E,, N, [95]
natCu NS (7,n) 16.7 n-ToF, W,(0,¢), E,, N, [154]
©Se | AIST (y.1) 112- 141 N, B, N, [110]
®Se | AIST (y.n) 10.6- 14.0 N,, B, N, [110]

Continued on next page
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[sotope | Facility Reaction Energy range (MeV) Deduced quantity Ref.
80Se AIST (v,n) 9.91 - 12.7 N,, E,, N, [389]
AIST (v,n) 10.6 - 14.0 N,, E,, N, [108]

HI~S (v,n) 15.6, 15.8, 16.0 n-ToF, PSD, W,,(0,¢), E,, N, | [122]

8Ky HI~S (v,n) 9.86 - 13.0 N,, E,, N, [120]
Y NS (v,n), (7v,vn) 11.0 - 40.0 N,, E,, N, [90]
NZr HI~S (v,n) 9.0 - 13.0 N,, E,, N, [123]
967y AIST (v,n) 8.1-14.0 N,, E,, N, [106]
%Mo AIST (v,n) 10.0 - 12.0 N,, E,, N, [111]
HI~S (v,n) 9.5-13.0 N,, E,, N, [123]

%Mo AIST (v,n) 7.55-13.0 N,, E,, N, [111]
%Mo AIST (v,n) 94 -12.0 N,, E,, N, [111]
9Mo AIST (v,n) 7.55-13.0 N,, E,, N, [111]
%Mo AIST (v,n) 9.0-12.0 N,, E,, N, [111]
10Mo | AIST (v,n) 85-11.5 N,, E,, N, [111]
13Rh NS (v,n), (v,vn) 9.0 - 42.0 N,, E,, N, [90]
105pq AIST (v,n) 7.25-104 N,, E,, N, [107]
106pq AIST (v,n) 9.6 - 13.7 N,, E,, N, [107]
108pq AIST (v,n) 94 -13.7 N,, E,, N, [107]
Hesy AIST (v,n) 9.6 - 12.5 N,, E,, N, 105
H7Sn AIST (v,n) 6.8 - 12.0 N,, E,, N, 105
18Sn | AIST (7,n) 9.4 -12.0 N,, E.,, N, [109]
119G AIST (v,n) 6.78 - 12.9 N,, E,, N, [109]
1206n | AIST (7,n) 9.2 -12.0 N,, E,, N, [109]
12281 AIST (v,n) 8.8 -12.0 N,, E,, N, [109]
124Sn AIST (v,n) 9.5-11.75 Ny, E,, N, [109]
1277 NS (v,n) 14.0 - 16.7 n-ToF, W,(0,¢), E,, N, 154
139La, AIST (v,n) 9.1-12.2 N,, E,, N, 575
42Ce | HINS (7,n) 7.6-9.7 N,, E,, N, [121]
Wpr | AIST (7,n) 9.5-12.4 N,, E,, N, [575]
MSNd NS (v,n) 6.1-12.5 N,, E,, N, [115]
MINd NS (v,n) 8.0-12.5 N,, E,, N, [115]
5Nd NS (v,n) 6.1-12.5 N,, E,, N, [115]
H6Nd NS (v,n) 7.2-12.3 N,, E,, N, [115]
8N NS (v,n) 7.0-12.0 N,, E,, N, [115]
144Sm NS (v,n) 10.6 - 12.6 N,, E,, N, [114]
147Sm NS (v,n) 6.5 -12.6 N,, E,, N, [114]
148Sm NS (v,n) 8.25-12.6 N,, E,, N, [114]
149Sm NS (v,n) 6.5 -12.6 Ny, E,, N, [114]
150Sm NS (v,n) 8.1-125 N,, E,, N, [114]
192Sm | AIST (v,n) 8.30 - 11.89 N,, E,, N, [103]
NS (v,n) 8.4-128 Ny, E,, N, [114]

154Sm NS (v,n) 8.2-12.5 N,, E,, N, [114]
159Th NS (v,n), (7v,vn) 8.0 - 42.0 N,, E,, N, [90]
162Dy NS (v,n) 8.3-13.6 N,, E,, N, [118]
163Dy NS (v,n) 6.5 - 134 N,, E,, N, [118]
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[sotope | Facility Reaction Energy range (MeV) Deduced quantity Ref.
o | NS m) 33-167 Ti»("Ho) E,, N, [164]
NS (v,n), (7v,vn) 8.0 - 43.0 N,, E,, N, [90]

169 m NS (v,n), (7v,vn) 8.0 - 40.0 N,, E,, N, [90]
BTTa | AIST (y.n) 78-12.0 N,, E,, N, 98]
AIST (7.n) 0.2-12.3 N,, N, E., N, [101]

NS (v,n), (v,vn) 8.0 - 43.0 N,, E.,, N, [90]

W | AIST (y.n) 10-1L0 N,, B, N, [99]
AIST (v,n) 7.3-10.9 N,, E., N, [100]

%Re NS (v,n) 2.0 - 20.0 Ti2(** Re), E,, N, [163]
BTRe | AIST (v.n) 73-10.9 N,, E,, N, [100]
18805 AIST (v,n) 7.3-10.9 Ny, E,, N, [100]
TAu | AIST (y.n) 823 -12.27 N,, B, N, [103]
AIST (1) 0.3 - 13.4 N,, E,, N, 110]

NS (7,n) 14.0 - 16.7 n-ToF, W,(0,¢), E,, N, [154]

23T] | NS (7.0) 0.0-13.0 N, E,, N, [119]
W5TT | NS (y.n) 0.0- 13.0 N,, B, N, [119]
265PL | AIST (.0) 7.0- 135 N,, E,, N, [112]
07PL, | AIST (.0) 70- 135 N, W.(0,0), B, N, 112]
(v,n) 6.5- 12.5 Wo(6,0), E,, N, 113]

28PhL | AIST (.1 70-135 N, W.(0,9), B, N, [112]
(1) 6.5 - 12.5 W,(6,0), E,, N, 113]

29Bi NS (v,n), (v,vn) 7.0 - 40.0 Ny, E,, N, [116]
ZTh | HIS (.f) 5.30 - 7.60 en(0), By, IV, [158]
5.30 - 7.60 en(0), By, N, [159]

4.30 - 6.00 N,, W,(0,¢), PSD, E,, N, | [274]

U | HIS .0 5.30 - 7.60 en(0), By, N, [159]
U | H0OS (.f) 5.30 - 7.60 en(0), By, N, [158]
5.30 - 7.60 en(0), E,, N, [159]

8.95 - 16.95 N,. E,, N, [204]

9.0 - 17.0 N,, E,, N, [205]

2387 HIvS (7,f) 5.30 - 7.60 en(0), E,, N, [158]
4.70 - 6.0 N,, E., N, [465]

5.30 - 7.60 en(9), By, N, [159)

8.98 - 16.95 N.. E,. N, 1204]

9.0 - 17.0 N.. E,. N, [205]

4.30 - 6.0 N, Wo(6,6), PSD, E,, N, | [274]

9.0 - 17.0 FPY, E,, N, 203]

Z™Np | HIHS (7,f) 5.30 - 7.60 en(0), E,, N, [159]
29Pu | HIYS (7,f) 5.30 - 7.60 en(0), E,, N, [158]
5.30 - 7.60 en(0), B, N, 159]

11.0 N, E,, N, 202]

9.0 - 17.0 N,, E,, N, [205]

9.0 - 17.0 FPY, E,, N, [203]

2Py | IS 4.0 5.30 - 7.60 en(0), By, N, [159]
#Am | HIS (7,f) 9.0 - 15.60 w By N, [561]
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